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1 Computing Basics
1.1 The Basics of Computer Hardware
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· boot instructions ( stored in ROM
· software apps ( stored in RAM (after loaded) 

· RAM & ROM ( constantly talk to CPU through bus
· application info ( stored in RAM while applications are being used 

· saved info ( flows from RAM to some form of storage device
· exported info ( flows from RAM & CPU, through the bus & expansion slots, to the printer, video card, sound card, or network card
Network interface card (NIC) / LAN adapter

· Can be designed as an Ethernet card, a Token Ring card, or a Fiber Distributed Data Interface (FDDI) card.

· Communicates with network through a serial connection, & with the computer through a parallel connection.

· Each NIC requires an IRQ, an I/O address, & an upper memory address to work with DOS or Windows 95/98. An IRQ signal (or interrupt request line) informs CPU that some event needs attention ( [eg: key is pressed ( CPU must move character from keyboard to RAM].
· note: An I/O address is a location in memory used to enter data or retrieve data from a computer by an auxiliary device. In DOS-based systems, upper memory refers to the memory area between the first 640 kilobytes (K) & 1 megabyte (M) of RAM.

When selecting NIC, consider:

1. type of network (eg: Ethernet, Token Ring, or FDDI) 

2. type of media (eg: twisted-pair, coaxial, or fiber-optic cable) 

3. type of system bus (eg: PCI or ISA) 

Laptops – main difference: components are smaller – the expansion slots are called “PCMCIA” slots.

1.2 The Basics of Computer Hardware

Web browser – contacts web server, requests info, receives info, displays results.
Plug-ins – there are many special file types, standard Web browsers cannot display ( (must configure browser to use plug-in applications.

Trouble-shooting ( examine: user methods, hardware, network connection, software settings.

1.3 Binary Numbers

eg: Convert the decimal number 192 to a binary number.

	192/2 
	= 
	96 
	remainder
	0

	96/2 
	= 
	48 
	" " " " " "
	0

	48/2 
	= 
	24 
	" " " " " "
	0

	24/2 
	= 
	12 
	" " " " " "
	0

	12/2 
	= 
	6 
	" " " " " "
	0

	6/2 
	= 
	3 
	" " " " " "
	0

	3/2 
	= 
	1 
	" " " " " "
	1

	1/2 
	= 
	0 
	" " " " " "
	1


( Rewrite backwards ( 11000000
1.4 Basic Network Terminology

Problems: Avoid duplication of equipment & resources, communicate efficiently between computers.
Solution: LANS (one buildings or campus) & then WANS
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Some common WAN technologies:

· modems
· ISDN (Integrated Services Digital Network)
· DSL (Digital Subscriber Line)
· Frame relay
· ATM (Asynchronous Transfer Mode)
· The T (US) & E (Europe) Carrier Series: T1, E1, T3, E3, etc.
· SONET (Synchronous Optical Network)
1.5 Bandwidth

Bandwidth ( bits per second ( = slowest link between source & host ( limited by physics & technology.
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Throughput ( actual (measured) bandwidth, at a specific time, using specific internet routes, downloading a specific file.

Throughput determined by:

· [image: image65.png]An Idealized Computer
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internetworking devices
· type of data being transferred
· topology
· # of users
· user’s computer & server computer
· power & weather-induced outages
Throughput ≤ Digital Bandwidth
Estimated Time = File Size / Bandwidth
Actual Time = File Size / Throughput
	This chapter you learned about: computer components & their role in a networking system. Also:

· Computers are vital components of every network
· It is important to be familiar with the computer components & be able to install a NIC. Also, troubleshooting PCs is a necessary skill for someone who works on networks. 

· Software allows user to interface with hardware. In networking, web browsers & email are commonly used software programs. 

· In general, office applications, browsers, & email programs are used to perform business tasks.  

· Computers can only understand & process data that in a binary format, (ie: 0s & 1s). 

· The two main types of networks are LANs & WANs.  

· WANs connect LANs together.  

· LANs & WANs use protocols as languages to allow for computers & networking devices to communicate with each other. 

· Bandwidth & throughput are measures of the speed or capacity of a network.


2 OSI Model

2.1 Layers of communication

Data packet ( a logically grouped unit of info that moves between computer systems
International Organization for Standardization (ISO) ( researches network schemes (like TCP/IP) & created the OSI (Open Systems Interconnection) reference model (1984) to set standards/ensure compatibility (within a multi-vendor environment).
2.2 OSI Model

(in the PAST he Never Did Pass)
7. Application ( network processes to applications ( (eg: browsers, telnet & electronic mail)
6. Presentation ( data representation ( (common data format & negotiates data transfer syntax for application layer)

5. Session ( interhost communication ( (establishes, manages & terminates session between applications, + does exception reporting & class of service)
4. Transport ( end-to-end communication ( (info flow control & fault detection, + establishes, maintains & terminates virtual circuits & does error correction)
3. Network ( address & best path ( (connectivity & path selection between end systems, routing & domain & addressing)
2. Data Link ( access to media ( (frames & media access control, reliable transfer of data over media)
1. Physical ( binary transmission ( (signals, timing & media + voltage, data rates etc)

[note: Layer 1-3 deal with hardware; Layers 4-7 deal with software.]
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Encapsulation ( process of packaging data so it can be sent from one computer to another.

Encapsulation wraps data with the necessary protocol info before network transit. (, as the data packet moves down through the layers of the OSI model, it receives headers, trailers, & other info.

[note: the word "header" ( means address info has been added.]
Build the data ( user sends e-mail; alphanumeric characters are converted to data that can travel across internetwork. 

Package the data for end-to-end transport ( data is packaged into segments ( ensures the message hosts at both ends can reliably communicate. 

Append (add) network address to the header ( data is put into a packet or datagram that contains a network header with source & destination logical addresses. These addresses help network devices send the packets across the network along a chosen path.
Append (add) local address to the data link header ( each network device must put the packet into a frame ( each device in the chosen network path requires framing for it to connect to the next device. 

Convert to bits for transmission ( The frame is converted to bits for transmission, & a clocking function enables devices to distinguish these.

note: The physical medium can vary along path (eg: e-mail message originates on a LAN, crosses a campus backbone, goes out a WAN link & reaches its destination on another remote LAN). Headers & trailers are added as data moves down through the layers of the OSI model.
In order for data packets to travel from source to destination, each OSI layer at the source must communicate with its peer layer at the destination ( “Peer-to-Peer Communications”. During this process, each layer’s protocol exchanges info, called protocol data units (PDUs), between peer layers.
As data packets travel, each layer depends on the service function of the OSI layer below it ( the lower layer uses encapsulation to put the PDU from the upper layer into its data field; then it adds whatever headers & trailers the lower layer needs to perform its function.

[note:  Layer 4 PDU = “segment”.]
2.3 OSI model compared to TCP/IP

The historical & technical open standard of the Internet is Transmission Control Protocol/Internet Protocol (TCP/IP).
The four layers:
(A TIN)
Application Layer ( handles: high-level protocols, issues of representation, encoding, & dialog control ( combining all application-related issues & assures data is properly packaged for the next layer.
Transport Layer ( deals with quality-of-service issues: reliability, flow control, & error correction. TCP is a connection-oriented protocol ( provides flexible ways to create reliable, well-flowing, low-error network communications. It dialogues between source & destination while packaging application layer info into units called segments. Connection-oriented means that Layer 4 segments travel back & forth between two hosts to acknowledge the connection exists for some period ( this is known as packet switching.
Internet Layer ( sends packets over internetwork & have them arrive independent of the path & networks they took to get there. The specific protocol that governs this layer = Internet protocol (IP). Best path determination & packet switching occur at this layer.
Network Access Layer ( (also called the host-to-network layer) ( concerned with how IP packets make physical links. It includes the LAN & WAN technology details, & all the details in the OSI physical & data link layers. 
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· FTP - File Transfer Protocol 

· HTTP - Hypertext Transfer Protocol 

· SMTP - Simple Mail Transfer protocol 

· DNS - Domain Name System 

· TFTP - Trivial File Transfer Protocol 
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	This chapter described: how layers are used for general forms of communication. You learnt that: Data travels from a source to a destination over media. A protocol is a formal description of a set of rules & conventions that govern how devices on networks exchange info. 

You learned:

· The OSI reference model is a descriptive network scheme whose standards ensure greater compatibility & interoperability between various types of network technologies. 

· The OSI reference model organizes network functions into 7 numbered layers: 

· 7 ( application layer 

· 6 ( presentation layer 

· 5 ( session layer 

· 4 ( transport layer 

· 3 ( network layer 

· 2 ( data link layer 

· 1 ( physical layer 

· Encapsulation is the process in which data is wrapped in a particular protocol header before it is sent across the network.
· During Peer-to-Peer Communications, each layer's protocol exchanges info, called  protocol data units (PDUs), between peer layers.
You learned: about the TCP/IP model & how it compares to the OSI model.


3 Local Area Networks (LANs)
3.1 Basics LAN devices
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Topologies

· Bus ( single backbone segment (length of cable) connect hosts directly. 

· Ring ( connects one host to the next & the last host to the first.

· Star ( connects all cables to a central point of concentration (usually a hub or switch).
· Extended star ( links hubs/switches together ( extends length & size of network. 

· Hierarchical ( similar to extended star but instead of linking the hubs/switches together, the system is linked to a computer that controls the traffic on the topology.

· Mesh ( (prevents break in communications) eg: control systems of a nuclear power plant.
The logical topology of a network = how hosts communicate across the medium.

Two most common logical topologies = Broadcast & Token-passing.
· Broadcast topology ( means each host sends its data to all other hosts on the network medium ( first come, first serve (eg: Ethernet).
· Token-passing ( controls network access by passing an electronic token sequentially to each host. When a host receives the token, it can send data on the network.
Hosts ( devices that connect directly to a network segment ( includes: computers, clients & servers, printers, scanners & more (all considered Layer 1-7).
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NICs [Layer 2] ( all NICs carry a unique code, called a Media Access Control (MAC) address ( used to control data communication for the host on the network.

Sometimes the type of connector on the NIC does not match the type of media that you need to connect to ( a transceiver (transmitter/receiver) [Layer 1] is used to convert one type of signal or connector to another.

(eg: to connect a 15-pin AUI interface to an RJ-45 jack, or to convert electrical signals to optical signals).
(eg: Cisco 2500 router ( has AUI (Attachment Unit Interface) connectors, & you need to connect to a UTP Cat5 Ethernet cable) 
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Repeater [Level 1] ( [note: max length for UTP cable = only 100 meters] ( repeater can extend network ( regenerates & retimes network signals (at the bit level).
Hub (multi-port repeater) [Level 1] ( regenerates & retimes network signals to a large # of hosts (eg: 4, 8, or even 24) using a process known as concentration ( a single cable can fail without disrupting the entire network.
note: Active hubs (most) ( uses power supply energy to regenerate signals. Passive hubs ( spilt signal.
note: Intelligent hubs ( have console ports & can be programmed to manage traffic. Dumb hubs ( repeat to every port.
The hub's role in a token-ring network is played by a Media Access Unit (MAU). Physically it resembles a hub, but token-ring technology is very different, as you will learn later. In FDDIs, the MAU is called a concentrator. MAUs are also Layer 1 devices.

Bridge [Layer 2] ( designed to connect two LAN segments ( filter traffic on a LAN, to keep local traffic local, yet allow connectivity to other parts (segments) of the LAN for traffic that has been directed there. 
note: Bridge keeps tracks of MAC addresses on each side (& filters frames to determine what is local).


Switch (multi-port bridge) [Layer 2] ( similar to bridge. They "switch" data only out the port to which the proper host is connected ( making a LAN much more efficient.

Router [Layer 3] ( makes decisions based on groups of network addresses (Classes) as opposed to individual (Layer 2) MAC addresses. Routers can also connect different Layer 2 technologies, such as Ethernet, Token-ring, & FDDI. Due to their ability to route packets based on Layer 3 info, routers have become the backbone of the Internet, running the IP protocol.
A router: de-encapsulates the packet, examines layer 3 IP address, chooses best path, re-encapsulates the packet into appropriate type of frame & sends.

[note: router looks up IP address.]
A router examines incoming packets (Layer 3 data) & chooses the best path for them through the network, & then switch them to the proper outgoing port. Routers are the most important traffic-regulating devices on large networks.

note: The cloud symbol suggests another network; perhaps the entire Internet.
3.2 The evolution of network devices

History Overview

1940s ( computers huge & prone to failure.

1947 ( semiconductor transistor ( smaller, more reliable computers possible.

1950s ( mainframe computers, run by punched card programs common in large institutions.

late 50s ( ICs (with multiple transistors on a small piece of semiconductor) invented.

1960s ( mainframes + terminals were common place, & ICs widely used.

late 60s & 70s ( smaller computers, called minicomputers (though still huge by today's standards), came into existence.
1978 ( Apple Computer company introduced PC.
1981 ( IBM introduced open-architecture PC. User friendly Macs, open architecture IBM PCs, & further micro-miniaturization of ICs = widespread PCs in homes & businesses.

late 1980s ( computer users (stand-alone computers) started to share data (files) & resources (printers) ( why not connect them?

Meanwhile telephone systems continued to improve ( switching technology & long distance service
1960s to 90s ( DoD developed large, reliable WANS ( eventually Internet. Some of their technology was used in the development of LANs.

Repeater (an old device used by telephone networks) introduced. Hub introduced to enable users groups to share files, servers & peripheral ( With only hubs, traffic jams grew.

Bridge invented to segment networks & introduce traffic control. Next was the switch.
mid 1980s ( special-purpose computers (gateways & then routers) developed – allowing interconnection of separate LANs ( Internetworks created & routers (which carried out best path selections & switching from many protocols) = explosive network growth.
1984 ( Cisco founded.
3.3 The basics of data flow through LANs

Layer 2 devices:
NICs, bridges, & switches involve the use of Data-Link (MAC) address info to direct frames ((Layer 2). NICs are where the unique MAC address (used to create frames) resides.
[note: Bridges work by examining the MAC address of incoming frames ( if frame is local (the MAC address is on the same network segment as the incoming port of the bridge), then the frame is not forwarded to the next network segment.]
Layer 3 devices:
Packet flow through routers (ie: selection of best path & switching to proper output port) involves use of Layer 3 network addresses. After the proper port has been selected, the router encapsulates the packet in a frame again to send the packet to its next destination. This process happens for every router in the path from the source host to the destination host. 
Layer 1-7 devices:
An example of a gateway would be a computer on a LAN that allows the network to connect to an IBM mainframe computer ( the data would have to go all the way up the OSI model stack to be converted into a data format the receiving device that the mainframe could use.
(see: Site for ping command)
3.4 The building of LANs

 (see: Lab Prac)
	Purpose of chapter: to introduce you to basic LAN devices & data flow, so you can begin thinking about building LANs. You should now have a firm understanding of the:

· LAN devices, such as routers, switches & hubs

· evolution of networking devices

· basics of data flow

· basics related to building LANs 


4 Layer 1 – Electronics & Signals

4.1 Electricity

1. Coulomb's Law - Opposite charges attract.
2. Bohr's model - Protons are positive charges & electrons are negative charges. 

Static electricity ( loose electrons that at rest ( when they jump to a conductor = electrostatic discharge (ESD) ( can damage sensitive electronic equipment.
Atoms & molecules = materials ( 1 of 3 groups:
Electrical Insulators ( electron flow difficult/impossible (electrons are tightly bond).
Electrical Conductors ( " " " " " " "  easy (electrons loosely bound) ( voltage causes the free electrons to move (at room temp), causing a current to flow. 
The best conductors are: copper (Cu), silver (Ag) & gold (Au). Others: solder (mixture of lead (Pb) & tin (Sn)), & water with ions (atoms with charge).
note: The human body = 70% water with ions ( a conductor.
Electrical Semiconductors ( amount of electricity conducted can be precisely controlled. These materials = one column of periodic table. Include: carbon (C), germanium (Ge), & silicon (Si). 
Silicon is very common & can be found in sand, glass, & many types of rocks. The region around San Jose, California is known as Silicon Valley because the computer industry, which depends on silicon microchips, started in that area.
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Current flows as either AC or DC:
Alternating Current (AC) ( current & voltages vary with time, by changing their polarity, or direction. AC flows in one direction, then reverses its direction & repeats ( positive & negative terminals alternate.

Direct Current (DC) ( always flows in the same direction, & polarity constant.
Resistance (R) ( opposition to DC current flow.
Impedance (Z) ( opposition to AC current flow (Ω)
Voltage, Current, Resistance Relationship
Currents only flow in closed loops called circuits with some voltage source. Voltage causes current to flow, while resistance & impedance oppose it.
Ground ( EITHER: place that touches your house ( indirectly connecting to electric outlets. [note: the third prong on power point = ground ( gives electrons an extra conducting path to flow to the earth, rather your body]. 
OR: the reference point (the 0 volts level) when making electrical measurements. note: Voltage must by measured between two points ( a multimeter has 2 wires (the black wire = reference ground). Negative terminal on a battery = reference ground.
[note: A multimeter is test equipment used for measuring voltage, current & resistance]
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Oscilloscope ( sophisticated device used to study electrical signals. Electricity can be controlled precisely ( deliberate electrical patterns (waves) can be created. An oscilloscope graphs electrical waves ( x-axis = time, y-axis = voltage ( often 2 waves can be measured simultaneously.

note: 
Power lines = AC

Power for computer microchips, flashlight batteries & car batteries = DC
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For AC & DC electrical systems, the flow of electrons is always from a negatively charged source to a positively charged source. Generally speaking, electrical current follows the path of least resistance.
Electrical power is usually delivered to a pole-mounted transformer. The transformer reduces the high voltages, used in the transmission, to the 120 or 240 volts used by typical consumer electrical appliances. 

The safety grounding wire (of a wall outlet) is used to dissipate static electricity in computers & help prevent electrocution.
4.2 The digital multimeter

(See Lab Pracs – Multi-meter)
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4.3 Signals & noise in communication systems

Comparing analog & digital signals
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Signal refers to a desired electrical voltage, light pattern, or modulated electromagnetic wave ( all can carry networking data.

The graphic shows a digital networking signal. Digital signals have fixed amplitude but their pulsewidth & frequency can be changed.

Using analog signals to build digital signals
Jean Baptiste Fourier ( proved special sum of sine waves, of harmonically related frequencies – multiples of some basic frequency – can create any wave pattern ( note: this is how voice recognition & heart pacemakers work. Complex waves (eg: square pulse) can be built out of simple sine waves.
Representing one bit on a physical medium
One bit or pulse, on an electrical medium = signal corresponding to binary 0 or 1
· Binary 0 may = 0 volts (wire) OR low-light/no-light (optical fibre) OR short burst of waves (wireless)

· Binary 1 may = +5 volts (wire) OR light (optical fibre) OR longer burst of carrier waves (wireless)

Ground planes are designed into circuit boards ( computer cabinets are used as the common point of connection for the circuit board ground planes to establish the signal reference ground [ie: the 0 volts line in the signal graphics].
You will examine six things that can happen to 1 bit: (Couples Never PART)
· Propagation ( travel speed ( depends on media type ( measured as RRT
· Attenuation ( energy loss (to cable) ( effected by resistance/impedance
· Reflection ( created by discontinuity (especially faulty connection or termination)
· Noise ( NEXT-A & NEXT-B (“near-end crosstalk”), thermal noise (made by electrons), AC power & reference ground noise (if bad grounding), EMI/RFI.
· Timing problem ( Dispersion, Latency, Jitter
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Collisions ( when 2 bits from 2 different computers are on the same medium simultaneously.
Propagation ( travel speed ( depends on: medium type, material, geometry (structure) & pulse frequency.

Time for bit to travel one end (of medium) & back = round trip time, (RTT).

(Assuming no other delays) Time for bit to travel to far end = RTT/2. 

If the propagation time too long ( re-evaluate how the rest of the network will deal with this delay.

If the propagation delay is too short ( may have to slow down the bits, or save them temporarily (known as buffering), so the rest of the networking equipment can catch up with the bit. 

Attenuation ( loss of signal strength [eg: when cables exceed max length ( 1 bit voltage signal loses amplitude] ( affected by: resistance/impedance ( good medium materials & geometry (the shape & positioning of the wires) can reduce attenuation.

In optical signals ( optical fiber absorbs & scatters light energy ( can be minimized by: light wavelength/color, whether or not you use single mode or multi-mode fiber, & type of glass.

In radio waves & microwaves ( waves absorbed & scattered by specific molecules in atmosphere.
Affect on network ( if cable too long (or too attenuating) 1 bit sent can look like a 0 bit by the time it reaches destination ( must choose right media & length (or use repeaters).
Reflection ( when voltage pulses (or bits) hit a discontinuity some energy can be reflected ( can interfere with later bits if not controlled ( depends on: cabling & connections in network.
In optical signals ( discontinuity in glass fiber (especially at connection point).
For optimal network performance: network media must have a specific impedance to match the electrical components in the NICs (networking components must be impedance matched) ( otherwise signal will suffer reflection & interference.
Noise ( unwanted additions to voltage, optical, or electromagnetic signals. No electrical signal is without noise, however, must keep the signal-to-noise (S/N) ratio as high as possible.

S/N ratio = an engineering calculation/measurement ( involves: signal strength ÷ noise strength (  gives a measure of how easy it will be to decipher the desired, intended signal from the unwanted (unavoidable) noise.
note: Too much noise can corrupt/change bits ( destroying the message. 

Five sources of noise that can affect a bit on a wire:
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NEXT-A & NEXT-B ( NEXT = near-end crosstalk.

Crosstalk = when electrical noise comes from signals on other wires in the same cable ( when two nearby wires are untwisted, energy from one wire can wind up in an adjacent wire & vice versa.
[note: NEXT-A = NEXT at computer A (( NEXT-B = NEXT at computer B]
Thermal Noise ( due to the random motion of electrons ( (unavoidable, but relatively small).
AC Power/Reference Ground Noise ( if ground not well connected ( often a BIG PROBLEM.
Ideally signal reference ground & electrical ground should be isolated (keeping AC power leakage & voltage spikes away from signal reference ground). But the chassis (framework) of a computing device serves as the signal reference ground, & as the AC power line ground. Signal reference ground & the power ground are linked (problems with power ground can = interference with the data system ( can be difficult to detect & trace. [note: often due to unnecessarily long neutral & ground wires that lead to each electrical outlet (electrician’s fault) ( they act as an antenna for electrical noise/interference.]
note: AC line noise from a nearby video monitor or hard disk drive can be enough to create errors in a computer – changing voltage levels & preventing logic gates from detecting leading & trailing edges of square waves ( problem can be further compounded when computer has a poor ground connection.
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Electromagnetic Interference (EMI) & Radio Frequency Interference (RFI) ( external sources of electrical impulses that can reduce signal quality along cable: lighting, electrical motors & radio systems.
Each wire in a cable can act like an antenna ( wire absorbs electrical signals from inside & outside cable.

High electrical noise = difficulty for NICs to discriminate noise from data signal.

This is a serious problem because most LANs use frequencies 1-100 megahertz (MHz), as do many FM Radio signals, TV signals & appliances.
(See CISCO Site)
Optical & wireless systems (unlike copper wire), experience some forms of noise but not others [eg: optical fiber is immune to NEXT & AC power/reference ground noise, & wireless systems are particularly prone to EMI/RFI].
Reducing Noise in copper-based wiring systems: 
NEXT ( addressed by termination technology, strict adherence to standard termination procedures, & the use of quality twisted pair cables. 

Thermal noise ( nothing can be done, except give the signals large enough amplitude (making noise negligent).

AC/reference ground ( work closely with electrical contractor & Power Company ( get the best & shortest electrical ground. Investigate $$$ of installing a single power transformer, dedicated to your LAN installation area ( this lets you control how & where devices, such as motors or high-current electrical heaters, are attached (you can eliminate much noise. [note: should also ask that separate power distribution panels (breaker boxes) be installed for each office area. Neutral & ground wires from each outlet come together in the breaker box (can probably shorten signal ground.]

Installing individual power distribution panels for every cluster of computers can increase the up-front $$$, but reduces length of ground wires, & limits several kinds of signal-burying electrical noise.

EMI & RFI  ( # of ways [eg: increase size of conductor wires OR use better insulating material ( but this can increases size & $$$ of cable faster than quality]. It is typical for network designers to specify a cable of good quality, & provide specifications for the max recommended cable length (between nodes).
2 (cable designer) techniques to deal with EMI & RFI = shielding & cancellation.

Shielding ( a metal braid or foil surrounds each wire pair or group of wire pairs in cable ( inference barrier. Disadvantage: increases diameter & $$$ of cable. ( cancellation is more common.
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note: When electrical current flows through a wire a small, circular magnetic field is created around wire (Grade 12 Physics). 2 adjacent wires, with current in opposite directions have magnetic fields opposite to each other (cancel each other out…. & also cancel out outside magnetic fields.

Twisting the wires can enhance this cancellation effect. By using cancellation in combination with twisting of wires, cable designers can provide an effective method of providing self-shielding for wire pairs within network media.

Timing ( very important (considering # bits per second along medium) ( Dispersion, jitter & latency can each affect timing.
Dispersion(  when the signal broadens in time (caused by certain media types).  If serious, 1 bit can start to interfere with the next bit & confuse it with the bits before & after it ( can be fixed by: proper cable design, limiting cable lengths & finding proper impedance.

In optical fibers: dispersion controlled using laser light of a very specific wavelength.

For wireless: dispersion minimized by transmit frequencies.
Jitter ( All digital systems are clocked, meaning clock pulses cause everything to happen. Clock pulses cause a CPU to calculate, data to store in memory, & the NIC to send bits. If the clock on the source host is not synchronized with the destination, which is quite likely, you will get timing jitter. This means that bits will arrive a little earlier & later than expected. Jitter can be fixed by a series of complicated clock synchronizations, including hardware & software, or protocol synchronizations.
Latency (  (also known as delay), has two main causes. First, Einstein’s theory of relativity states, "nothing can travel faster than the speed of light in a vacuum (3 x 108 m/s)."

Travel speeds:

· Wireless networking signals ( slightly less than speed of light.

· Networking signals on copper media ( between (1.9x108 m/s) & (2.4x108 m/s).
· Networking signals on optical fiber ( ≈ (2.0x108 m/s).

So, to travel a distance, a bit takes some time. Second, if the bit goes through any devices, the transistors & electronics introduce more latency. The solution to the problem of latency is the careful use of internetworking devices, different encoding strategies, & various layer protocols.

Modern networks typically operate at speeds of 1 Mbps to 1000 Mbps (1Gbps ≈ 1 billion bits per second!). If bits are broadened by dispersion, then 1s can be mistaken for 0s & 0s for 1s. If groups of bits get routed differently & there is no attention paid to timing, the jitter can cause errors as the receiving computer tries to reassemble packets into a message. If groups of bits are late, the networking devices & other destination computers might get hopelessly lost & overwhelmed by a billion bits per second. 

Collision ( occurs when two bits from two different communicating computers are on a shared-medium at the same time. For copper media: voltages of the two binary signals are added, & cause a third voltage level (which is how they can be detected) (.this voltage variation is not allowed in a binary system, which only understands two voltage levels ( the bits are corrupted (or “destroyed”).

Some technologies, such as Ethernet, deal with a certain quantity of collisions to negotiate whose turn it is to transmit on the shared media when communicating between hosts. In some instances collisions are a natural part of the functioning of a network, but excessive collisions can slow down or halt the network.
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Many ways to deal with collisions: One way: is to detect them & have a set of rules for dealing with them, as in Ethernet. Another way: try to prevent collisions by only allowing one computer (on a shared media environment) to transmit at a time. This requires that a computer have a special bit pattern called a token to transmit, as in token-ring & FDDI.
revision: After a bit reaches a medium, it propagates, & may experience attenuation, reflection, noise, dispersion, or collision. You want to transmit far more than 1 bit. In fact, you want to transmit billions of bits in one second. All of the effects, so far described, that can occur to 1 bit, apply to the various protocol data units (PDUs) of the OSI model. Eight bits equal 1 byte. Multiple bytes equal 1 frame. Frames contain packets. Packets carry the message you wish to communicate. Networking professionals often talk about attenuated, reflected, noisy, dispersed, & collided frames & packets.
4.4 The encoding of networking signals

Whenever you want to send a message over a long distance, there are two problems you must solve. First, how to express the message (encoding or modulation) & second, which method to use to transport the message (carrier).
Modulation & encoding
Encoding means converting 1s & 0s into something real & physical, such as: 

· an electrical pulse on a wire

· a light pulse on an optical fiber

· a pulse of electromagnetic waves into space

Two methods of accomplishing this are TTL encoding & Manchester encoding.

TTL (transistor-transistor logic) encoding ( is the simplest ( is characterized by a high signal & a low signal.
Manchester encoding ( is more complex, but more immune to noise & better at remaining synchronized. The voltage (wire), brightness of LED or laser light (optical fiber), or the power of an EM wave (wireless) has the bits encoded as transitions.

1 encoded as: low-to-high transition & 0 encoded as: high-to-low transition. Because both 0s & 1s result in a transition to the signal, the clock can be effectively recovered at the receiver.

Modulation (closely related to encoding) means taking a wave & changing/modulating it so that it carries info. To give you an idea of what modulation is, examine three forms of modifying, or modulating, a carrier wave to encode bits: 

· AM (amplitude modulation) ( (height) of carrier sine wave varies
· FM (frequency modulation) ( (wiggly-ness) of carrier wave is varies
· PM (phase modulation) ( (beginning & ending points of a given cycle) varies
Other more complex forms of modulation also exist. The Figure shows three ways binary data can be encoded onto a carrier wave by the process of modulation. Binary 11 (note: read as one one, not eleven!) can be communicated on a wave by either AM (wave on/wave off), FM (wave wiggles a lot for 1s, a little for 0s), or PM (one type of phase change for 0s, another for 1s).

Messages can be encoded in a variety of ways:

1. As voltages on copper; Manchester & NRZI encoding are popular on copper-based networks. 

2. As guided light; Manchester & 4B/5B encoding are popular on fiber based networks. 

3. As radiated EM waves; a wide variety of encoding schemes (variations on AM, FM, & PM) are used on wireless networks.
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	This chapter you learned: the basic theory of electricity & the factors which affect data transmission.

More specifically: 

· electricity is based on ability of electrons of certain types of atoms to separate, or flow, from the confines of these atoms

· opposite charges attract & like charges repel. Electricity flows from negative to positive within electrical circuits 

· materials can be classified as either insulators, conductors, or semiconductors, depending on their ability to allow electrons to flow

· the concepts of voltage, current, resistance, & impedance provide a means of measuring electricity which is required for electronic devices 

· alternating current & direct current are the two types of current. AC is used to provide power to our homes, schools, & work places. DC is used with electrical devices that depend on a battery to function

· electrical grounds provide a baseline from which to measure voltage. They also are used as a safety mechanism to prevent hazardous shocks

· all electronic equipment is composed of electrical circuits that regulate the flow of electricity via switches


5 Layer 1 – Media, Connections, & Collisions
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The most common media

Shielded twisted-pair cable (STP) {150 Ohm cable} ( combines techniques of shielding, cancellation & twisting of wires. Each pair of wires wrapped in metallic foil. The 4 pairs of wires are wrapped in an overall metallic braid or foil.

As specified for use in Ethernet network installations: STP reduces electrical noise, both within the cable (pair to pair coupling, or crosstalk) & from outside the cable (EMI & RFI).
Advantage: STP affords greater protection from all types of external interference
Disadvantage: thicker, heavier, more $$$ & difficult to install than UTP. Also susceptible to poor workmanship. Max length < other media.
Screened UTP (ScTP) OR Foil Twisted Pair (FTP) {100 or 120 Ohm cable} ( a new hybrid of UTP with traditional STP ( is essentially UTP wrapped in a metallic foil shield, or "screen” ( has similar specs to STP.
The metallic shielding materials in STP & ScTP must be grounded at both ends.

If improperly grounded; cable is susceptible to major noise problems ( shielding will act like an antenna.

If properly connected; foil shielding prevents incoming electromagnetic waves & also minimizes outgoing electromagnetic waves (which could cause noise in other devices). STP & ScTP is most common in Europe.

Unshielded twisted-pair cable (UTP) {100 ohms impedance (differs from other twisted pairs)}( is a four-pair wire medium - used in a variety of networks. 8 copper wires (22 or 24 gauge) are each covered by insulating material. Each pair is twisted & the # of twists varies ( UTP relies solely on the cancellation effect, to limit signal degradation caused by EMI & RFI. [note: Like STP cable, UTP cable must follow precise specifications as to how many twists or braids are permitted per foot of cable]
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Advantages: easy to install, less $$$ per meter than any other LAN cabling & only .43 cm in diameter ((more can fit in wiring ducts). Uses RJ connector ( reliable connection & little noise. UTP can be used with most major networking architectures ( it is very popular. UTP (once considered slower at transmitting data than other cable types) is now considered the fastest copper-based media.

Disadvantages: UTP cable is more prone to electrical noise & interference than other networking media. Also, max distance < coaxial & fiber optic cables.
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Coaxial cable ( center copper wire conducts & copper braid = the second conductor, & also shields the inner conductor fro interference.
LANs advantages: Max distance (without repeaters) between nodes > STP & UTP. Is less $$$ than fiber-optic cable, & the technology is well known (used for many years).
Coaxial cable comes in different sizes ( the largest diameter (called thicknet) was specified for use as Ethernet backbone cable (it had good length & noise rejection). Thicknet is rarely used anymore – too rigid for easy instillation.

In the past, coaxial cable with an outside diameter of only 0.35 cm (called thinnet or cheapernet) was used in Ethernet networks ( useful for cable installations that required flexibility. However, special care was needed to ensure braided shielding was properly grounded & had a solid connection at both ends ( poor connections were common, resulting in electrical noise. Thinnet is no longer commonly used in Ethernet networks.
note: The rule of thumb is: "the more difficult the network media is to install, the more $$$ it is to install."
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Fiber-optic cable ( conducts modulated light transmissions two fibers in separate sheaths.

Advantages: Not susceptible to electromagnetic interference. Data rates > all other media. Max length = 3000m (for single mode) or 2000m (for multimode)
Disadvantages: $$$
In 1960s, solid-state laser light sources & high-quality impurity-free glasses introduced ( fiber-optics became practical ( pioneered by phone companies. 
The Kevlar & outer jacket cushions/protects the fragile hair-thin glass fibers – buried cables also require stainless steel wire for added strength.
The light-guiding parts of an optical fiber include: the core (pure glass with high refraction index) & the cladding layer (glass or plastic with low refraction index). This causes total internal reflection ( the optical fiber acts like a light pipe.

note: The term wireless is reserved for unguided electromagnetic waves. 
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Wireless Communications (  signals (electromagnetic waves), which can travel through vacuum & air ( no physical medium necessary. All waves – {power waves, radio waves, microwaves, Infrared light waves, visible light waves, ultraviolet light waves, x-rays & gamma rays}:

1. Have energy pattern similar to figure.
2. Travel at speed of light (c ≈ 3×108 m/s, in vacuum).
3. Obey the equation: 
f × λ = c
( frequency[Hz] × wavelength[m] = speed of light[m/s]
4. Will travel through vacuum, but have different interactions with various materials. 

Different electromagnetic waves = different frequency range.
(See Electromagnetic Spectrum)
Common application of wireless data communication is for mobile use. [eg: people in airplanes, satellites OR anyone/anywhere who requires network data]
Wireless LANs (WLANs) are built in accordance with the IEEE 802.11 standards. WLANs typically use radio waves (eg: 902 MHz), microwaves (eg: 2.4 GHz), & Infrared waves (eg: 820 nanometers) for communication. Wireless technologies are a crucial part of future networking.

5.2 Cable specifications & termination

review: mid-1980s ( growing pains felt (too many different, incompatible network technologies). The International Organization for Standardization (ISO) ( researched various networks & created the OSI Reference Model (a network model) to set standards/rules & ensure network compatibility.
note: When designing/building networks, you must comply with applicable fire codes, building codes & safety standards. You should also follow any established performance standards – ensuring optimal network operation, compatibility & interoperability.

This curriculum focuses on the standards for networking media that have been developed & issued by:
· IEEE - Institute of Electrical & Electronics Engineers 

· UL - Underwriters Laboratories 

· EIA - Electronic Industries Alliance 

· TIA - Telecommunications Industry Association 

The latter two organizations, jointly, issue a list of standards listed as the TIA/EIA standards. In addition to these groups, local, state, county & national government agencies issue specifications & requirements can impact the type of cabling that can be used in a local area network. 

The IEEE has outlined cabling requirements in its 802.3 & 802.5 specifications for Ethernet & Token Ring systems & the standards for FDDI.

Underwriters Laboratories issues cabling specifications that are primarily concerned with safety standards, however, they also rate twisted-pair networking media for performance. The Underwriters Laboratories established an identification program that lists markings for shielded & unshielded twisted-pair networking media in order to simplify the job of ensuring that materials used in LAN installations meet specifications.
TIA/EIA standards
Of all organizations mentioned here, the TIA/EIA has had the greatest impact on networking media standards. Specifically, TIA/EIA-568-A & TIA/EIA-569-A are the most widely used standards for technical performance of networking media. 

The TIA/EIA standards specify min requirements for multi-product & multi-vendor environments ( allowing for planning & installation of LANs, without dictating use of specific equipment (giving LAN designers freedom to create options for improvement & expansion.
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TIA/EIA-568-A
The TIA/EIA standards address six elements of the LAN cabling process: 

· horizontal cabling
· telecommunications closets
· backbone cabling
· equipment rooms
· work areas
· entrance facilities
horizontal cabling ( includes networking media from the wiring closet to a workstation (from telecommunication outlet to horizontal cross-connect). [ie: networking medium, telecommunications outlet, mechanical terminations in the wiring closet, & the patch cords/jumpers in the wiring closet]
TIA/EIA-568-A ( contains specifications governing cable performance. It calls for running two cables, one for voice & one for data, to each outlet. Of the two cables, the one for voice must be four-pair UTP.

TIA/EIA-568-A specifies five categories in specifications: category 1, 2, 3, 4 & 5 cabling.
Of these, only CAT 3, CAT 4, & CAT 5 are recognized for use in LANs ( CAT 5 being the most frequently recommended & implemented in installations today.
For STP

( calls for ( 
two pair 150 ohm cable.

For UTP 
( " " " " " ( 
four pair 100 ohm cable.

For fiber-optic 
( " " " " " ( 
two fibers of 62.5/125 multi-mode cable.
note: 50 ohm coaxial cable is recognized, but not recommended ( will be removed eventually.
For the horizontal cabling component, TIA/EIA-568A requires a min of 2 telecommunications outlets or connectors at each work area ( supporting two cables. The first = a four-pair 100 ohm CAT 3 or higher UTP cable & appropriate connector. The second can be any one of the following:
· 100 ohm four-pair UTP cable & connector
· 150 ohm STP & connector 
· coaxial cable & connector
· two-fiber 62.5/125 µ optical fiber cable & connector
According to TIA/EIA-568-A:

· Cable runs in horizontal cabling ≤ 90m (true for all types of CAT 5 UTP) 
· Patch cords (at the horizontal cross-connect) ≤ 6m.
· Patch cords (used to connect equipment to work area) ≤ 3m

[note: total length of the patch cords & cross-connect jumpers (used in the horizontal cabling) cannot exceed 10 m.]
A final specification for horizontal cabling contained in TIA/EIA-568-A requires that all grounding & bonding must conform to TIA/EIA-607 as well as to any other applicable codes.
The latest industry standards being developed are for Cat 5e, Cat 6, & Cat 7 cabling, all of which offer improvements over Cat 5.

(See Site for manual)
5.3 The process of making & testing cable

(See Prac Book)
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note: Male & female connectors

· rollover (consol) cable

· to determine if straight-through cable (male & male), crossover (male & female) or rollover ( match color with three common patterns OR use cable testers

5.4 Layer 1 components & devices

In this curriculum you will be introduced to three LAN technologies: Ethernet, Token Ring & FDDI. All three have a wide variety of Layer 1 components & devices.

Ethernet 10BASE-T technologies.

Ethernet ( designed to fill middle ground between: long distance, low-speed networks & specialized short distance, high-speed networks ( inexpensive & well-suited to applications where a local communication medium must carry sporadic, occasionally heavy, traffic at high-peak data rates.
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Ethernet 10BASE-T standards:
Passive:
Registered jack-45 connector (RJ-45) ( the standard 10BASE-T termination (end point, 0 plug, connector) ( reduces noise, reflection & mechanical stability problems ( resembles a phone plug, but has 8 conductors, not 4.
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CAT 5 twisted-pair cable ( the standard 10BASE-T cable ( composed of 4 twisted pairs that reduce noise problems ( it is thin, inexpensive & easy to install.
RJ-45 jack/receptacle ( snap-fits RJ-45 plug (has 8 conductors) ( on the other side is a punch down block where wires are separated out & forced into slots with a fork-like tool called a punch-down tool. This provides a copper-conducting path for the bits.
Patch panels ( convenient groupings of RJ-45 jacks ( they come in 12, 24 & 48 ports, & are typically rack-mounted. The front sides are RJ-45 jacks; the back sides are punch-down blocks.
Active:

Transceiver ( combines transmitter & receiver (ie: they convert one form of signal to another ( from one pin configuration &/or media to another). [eg: many networking devices come with an auxiliary unit interface & a transceiver that allows a 10BASE2, 10BASE5, 10BASE-T, or 10\100 BASE-FX to be connected to the port]. A common application is the conversion of AUI ports to RJ-45 ports. Transceivers are often built into NICs [Layer 2] ( these are called signaling components, which means they encode signals onto the physical medium.
Repeaters ( regenerate & retime signals ( (can travel further & can also increase # of nodes on network ( disadvantage: cannot filter network traffic.
Multiport repeaters (hubs) ( combine connectivity with the amplifying & re-timing properties of repeaters ( typical to see 4, 8, 12 & up to 24 ports ( many devices cheaply & easily interconnected (using RJ-45jacks & power).
5.5 Collisions & collision domains in shared layer environments

Some networks are directly-connected (all hosts share Layer 1). eg: 

· Shared media environment ( multiple hosts connected via the same medium/physical wire/airspace – “all the computers are on the same wire”. 
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Extended shared media environment ( networking devices extend the environment to accommodate multiple-access, or more users.

· Point-to-point network environment ( (most widely used in dial-up network connections) ( shared networking environment, in which one device is connected to only one other device (eg: you connecting to ISP by phone line).
Some networks are indirectly-connected (ie: some higher-layer networking devices &/or geographical distance is between the 2 communicating hosts). There are two types: 
· Circuit-switched ( an indirectly-connected network where actual electrical circuits are maintained for the duration. [note: current phone systems are still partly circuit-switched, but in many countries they are concentrating less on circuit-switched technologies]
· Packet-switched ( rather than dedicating a link (an exclusive circuit connection) between 2 hosts, the source sends messages in packets (containing enough info for it to be routed to the proper destination host) ( advantage: many hosts can share the same link; disadvantage: conflicts can occur.
Collisions & collision domains
Collision ( when two bits propagate at the same time on the same network.

A small, slow network could work out a system allowing only two computers to send messages, each agreeing to take turns. Problem is: many computers are connected to large networks, all wanting to communicate billions of bits every second (all within packets).

Heavy network traffic = serious problems. If only one cable (or cables connected with non-filtering devices) & many network devices communicating simultaneously – conflict possibility is very high.
Ethernet allows only one data packet to access the cable at any one time. If > one node attempt to transmit at the same time ( collision occurs & the data from each device suffers damage. 
Collision domain ( the area within the network, where the data packets originated & collided, & includes all shared media environments. [ie: one wire may be connected to another via patch cables, transceivers, patch panels, repeaters & hubs ( all of these [Layer 1] interconnections are part of the collision domain]
Signals in a collision

When a collision occurs, the data packets that are involved are destroyed, bit by bit. In order to avoid this problem, the network should have in place a system that can manage the competition for the medium (contention). [eg: a digital system can only recognize 2 voltage, light, or electromagnetic wave states].
University of Hawaii attempted to develop a wireless communication system for Hawaii ( had to develop Aloha protocol ( this protocol was instrumental in the development of Ethernet.
Extended collision domains ( repeaters & hubs [Layer 1] extend collision domain area.

Four Repeater Rule

“No more than 4 repeaters or repeating hubs can be between any 2 computers on the network”.

To assure that a repeated 10BASE-T network will function properly, the following condition must be true:

(repeater delays + cable delays + NIC delays) x 2 < max round-trip delay.

· Repeater delays usually < 2 microseconds per repeater (for 10BASE-T)

· Cable delays ≈ 0.55 microseconds per 100 m trip

· NIC delays ≈ 1 microsecond per NIC

· Max round-trip delay = 51.2 microseconds (the 10BASE-T bit time of 0.1 microseconds times the min frame size of 512 bits).

For a 500 m length of UTP connected by 4 repeaters (hubs) & 2 NIC delays the total delay would be well below the max round-trip delay. Repeater latency, propagation delay & NIC latency all contribute to the four repeater rule
Exceeding the four repeater rule can lead to violating the max delay limit ( dramatically increasing late collisions.
Late collision ( when a collision happens after the first 64 bytes of the frame are transmitted.
The chipsets in NICs are not required to retransmit automatically when a late collision occurs. These late collision frames add delay referred to as consumption delay. As consumption delay & latency increase, network performance decreases.
note: This Ethernet rule of thumb is also known as the 5-4-3-2-1 rule:
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5 sections, 4 repeaters or hubs, 3 “mixing” sections (with hosts), 2 link sections (for link purposes), & 1 large collision domain. 

Segmenting collision domains
If collision domain becomes too large ( too many collisions ( poor network performance.
Segmentation ( the size of collision domains can be reduced by using intelligent networking devices that break up the domains. [eg: bridges, switches & routers] 

A bridge can eliminate unnecessary traffic on a busy network by dividing a network into segments & filtering traffic based on station address. Traffic between devices on the same segment does not cross the bridge & does not affect other segments. This works well unless the traffic between segments gets too heavy ( the bridge can become a bottleneck & slow down communication.

5.6 The basic topologies used in networking

“Topology” – “the study of location” ( also math subject – maps of nodes & lines often contain patterns.

Physical topology ( describes the plan for wiring the physical devices.

Logical topology ( how info flows through a network to determine where collisions may occur.

note: A network may have one type of physical topology, but a different type of logical topology.
[eg: Ethernet 10BASE-T uses an extended-star physical topology, but acts as though it uses a logical bus topology. Token Ring uses a physical star, & a logical ring. FDDI uses a physical & a logical ring]
Topology types:
(MC BIRD SET)
	Topology

	Math/Physical Perspective
	Logical Perspective

	Bus Topology
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	Each host is wired to a common wire. The key devices are those that allow the host to join or tap into the single shared medium. Advantage: all hosts connected to each other ( can communicate directly. Disadvantage: cable break disconnects hosts from each other.

	Enables every networking device to see all signals from all other devices. Advantage: if you want all info to go to every device.

	Ring Topology
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	All devices wired directly to each other in “daisy-chain”. Disadvantage: {2NICs/PC}

	In order for info to flow, each station must pass the info to its adjacent station.

	Dual Ring Topology
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	The same as a ring topology, except that there is a 2nd, redundant ring (not connected to the 1st ring), that connects the same devices. [ie: in order to provide reliability & flexibility in the network, each networking device is part of two independent ring topologies].
Disadvantage: {4NICs/PC}

	A dual ring topology acts like two independent rings, of which, only one at a time is used.

	Star Topology 
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	Has a central node with all links radiating from it. Advantage: conveniently allows all other nodes to communicate with each other. Disadvantage: if the central node fails ( whole network disconnected ( also (depending on type of centre device) collisions can be a problem.

	The flow of all info would go through one device ( desirable for security or restricted access reasons, but is susceptible to problems in the star's central node.


	Extended Star Topology
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	Has a core star topology, with each of the end nodes acting as the center of its own star topology. Advantage: keeps wiring runs shorter & limits the # of devices that need to interconnect to any one central node.

	Is very hierarchical & info is encouraged to stay local. [note: this is how the phone system is currently structured]




	Tree Topology
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	Similar to the extended star topology, except no single central node. Instead, it uses a trunk node from which it branches to other nodes. There are two types of tree topologies: the binary tree (each node splits into 2 links); & the backbone tree (a backbone trunk has branch nodes with links hanging from it).

	Info flow is hierarchical.

	Irregular Topology
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	The wiring is inconsistent; the nodes have varying numbers of wires leading from them. This is how networks that are in the early stages of construction, or poorly planned, are often wired.

	There is no obvious pattern to the links & nodes.

	Complete (Mesh) Topology
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	Every node is directly linked to every other. Advantage: should any link fail, info can flow through any # of other links to reach its destination. It allows info to flow along many paths on its way back through the network. Disadvantage: any more than a few nodes & the amount of media, links & connections is overwhelming.

	The behavior of a complete, or mesh topology depends greatly on the devices used

	Cellular Topology
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	Consists of circular or hexagonal areas, each with a center node.

This topology is a geographic area divided into regions (cells) for purposes of wireless technology (no physical links, only EM waves). Sometimes receiving nodes move (eg: car cell phone) & sometimes sending nodes move (eg: satellite com links).

Advantage: there are no tangible media (other than the earth's atmosphere, space & satellites).

Disadvantages: signals are present everywhere in a cell (are susceptible to disruptions (man-made & environmental) & security violations (ie: electronic monitoring & theft of service).
	Cellular technologies communicate with each other directly (though distance limitations & interference sometimes cause difficulties), or communicate only with their adjacent cells, which is extremely inefficient.

As a rule, cellular-based topologies are integrated with other topologies, whether they use the atmosphere or satellites. 


	This chapter, you learned: the function of the physical layer is to transmit data. The following types of networking media may be used to connect computers:

· Coaxial cable ( consists of a hollow outer cylindrical conductor surrounding a single inner wire conductor. 

· UTP cable  ( a four-pair wire medium used in a variety of networks. 

· STP cable  ( combines the techniques of shielding, cancellation, & twisting of wires. 

· Fiber-optic  ( capable of conducting modulated light transmissions. 

This chapter discussed: various criteria, such as rate of data transfer & expense, that help determine which types of networking media should be used. You learned that TIA/EIA-568-A & TIA/EIA-569 are the most widely used standards for technical performance of networking media.

This chapter described: how bits propagating at the same time on the same network result in a collision. 

A network may have one type of physical topology, & a completely different type of logical topology. 


6 Layer 2 – Concepts

6.1 LAN standards

Layer 1 ( involves: media, signals, bit streams along media, components that put signals on media & various topologies ( has limitations.
Layer 2 (
· Communicates with the upper-level layers through Logical Link Control (LLC).

· Uses a flat addressing convention (or naming process) to identify computers
· Uses framing to organize or group the bits
· Uses Media Access Control (MAC) to decide which computers will transmit binary when many computers are trying to transmit simultaneously.
Institute of Electrical & Electronic Engineers (IEEE) ( a professional organization that defines network standards (including IEEE 802.3 & IEEE 802.5) ( predominant & best known LAN standards.

IEEE 802.3 specifies the physical layer [Layer 1] & the channel-access portion of the data link layer, [Layer 2].  

IEEE standards involve only the 2 lowest layers of the OSI model. The data link layer is broken into 2 parts:
· the technology-independent 802.2 LLC standard 

· the specific, technology-dependent parts that incorporate Layer 1 connectivity 

The IEEE divides the OSI data link layer into two separate sublayers:
· Media Access Control (MAC) (transitions down to media) ( participates in encapsulation process
· Logical Link Control (LLC) (transitions up to the network layer) ( deals with the protocols that a host follows in order to access the physical media.
These sublayers are active, vital agreements that make technology compatible & computer communication possible.
Comparing the IEEE model with the OSI model
note: IEEE standard appears, to violate the OSI model.

· First, it defines its own layer (LLC), including its own Protocol Data Unit (PDU), interfaces, etc.

· Second, the MAC layer standards, 802.3 & 802.5, cross over the Layer 2/Layer 1 interface. However, 802.3 & 802.5 define the naming, framing & MAC rules around which specific technologies were built.
Basically, the OSI model is an agreed-upon guideline; the IEEE came later to solve the problems that networks encountered after they had been built.

note: the LLC & MAC perform important functions in the OSI data link layer.
One other difference: the NIC is where the Layer 2 MAC address resides, but often the NIC also has the transceiver built into it & connects directly to the physical medium ( (a Layer 1 & Layer 2 device. 

IEEE created the logical link sublayer to allow part of the data link layer to function independently from existing technologies.
[image: image88.png]RJ-45 Jack Top Down View




This layer provides versatility in services to network layer protocols that are above it, while communicating effectively with the variety of technologies below it. The LLC, as a sublayer, participates in the encapsulation process. The LLC PDU is sometimes also called an LLC packet.

LLC ( takes the network protocol data, an IP packet, & adds more control info to help deliver the IP packet to its destination. It adds two addressing components of the 802.2 specification - the Destination Service Access Point (DSAP) & the Source Service Access Point (SSAP). This repackaged IP packet then travels to the MAC sublayer for handling by the required specific technology for further encapsulation & data. An example of this specific technology might be one of the varieties of Ethernet, Token Ring, or FDDI.

The LLC sublayer of the data link layer manages communications between devices over a single link on a network. LLC is defined in the IEEE 802.2 specification & supports both connectionless & connection-oriented services, used by higher-layer protocols. IEEE 802.2 defines a # of fields in the data link layer frames that enable multiple higher-layer protocols to share a single physical data link. 

6.2 Hexadecimal numbers

Hexadecimal numbers as MAC addresses
Hex (base 16) = a shorthand method for representing 8-bit bytes using only two hexadecimal symbols.
{0 to 9, A = 10, B=11, C=12, D=13, E=14, F=15}
note: MAC addresses = 48 bits OR 12 hexadecimal digits.

The first six hexadecimal digits (administered by the IEEE) identify the manufacturer or vendor & comprise the Organizational Unique Identifier (OUI). The remaining six hexadecimal digits comprise the interface serial number (another value administered by the specific vendor).

[note: MAC addresses are sometimes referred to as burned-in addresses (BIAs) because they are burned into ROM & are copied into RAM when the NIC initializes]
Decimal to hex conversion
(remainder method)
eg: [Convert the decimal 24032 to hex].
	24032 / 16
	= 
	1502
	remainder
	0

	1502 / 16
	=
	93
	" " " " " "
	14 (E)

	93 / 16
	=
	5
	" " " " " "
	13 (D)

	5 / 16
	=
	0
	" " " " " "
	5


( Rewrite backward ( 5DE0.

Hex to decimal conversion
eg: [Convert the hex number 3F4B to a decimal number] ( (right to left)

	3 x 163
	=
	12288
	

	F(15) x 162
	=
	3840
	

	4 x 161
	=
	64
	

	B(11) x 160
	=
	11
	

	_________________

	
	
	16203
	= decimal equivalent


Hex/binary conversion

(every 4 binary digits = 1 hexadecimal digit)
	0001 
	0010 
	0100 
	0101 
	1111 
	0111 
	1101 
	1100 
	1001 
	converts to:

	1
	2
	4
	5
	F
	7
	D
	C
	9
	so: 

	 
	 

	100100100010111110111110111001001 binary = 1245F7DC9 hex


	AD46BF
	(

	
	
	
	A
	D
	4
	6
	B
	F
	converts to:

	
	
	
	1010 
	1101 
	0100 
	0110 
	1011 
	1111 
	so: 

	 
	 

	AD46BF hex = 101011010100011010111111 binary


6.3 MAC addressing

Media Access Control (MAC) addresses ( unique physical address programmed into a chip on all NICs (before leaving factory) ( each computer/host has a unique way of identifying itself. [note: if a computers NIC is replaced, the physical address of the station changes to new MAC address]

MAC addresses are written using hex, there are two formats: 0000.0c12.3456 OR 00-00-0c-12-34-56.
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Without MAC addresses ( computers on LAN nameless. (at the data link layer, a header & possibly a trailer, is added to upper layer data.
[note: #  of possible MAC addresses = 1612 (over 2 trillion)]

Disadvantage: MAC addresses have no structure & are considered flat address spaces. Different vendors have different OUIs, but they’re like personal identification numbers. As network grows ( bigger problem.
How the NIC uses MAC addresses
Ethernet & 802.3 LANs are broadcast networks. All stations see all frames. Each station must examine every frame to determine whether that station is a destination.

On an Ethernet network, one device opens a communication pathway to another device using its MAC address. As this data propagates along the network media, the NIC in each device on the network checks to see if its MAC address matches the physical destination address carried by the data frame.

· When data passes its destination station, the NIC for that station makes a copy, takes the data out of the envelope & gives it to the computer.

· If there is no match, the NIC discards the data frame.
· Each NIC also verifies the destination address (in the frame header) to determine if the packet is properly addressed.

Layer 2 address encapsulation & decapsulation
An important part of both encapsulation & decapsulation is the addition of source & destination MAC addresses. Info cannot be properly sent or delivered on a network without these addresses.
6.4 Framing

Why framing is necessary
Framing helps obtain essential info that could not, otherwise, be obtained with coded bit streams alone. ie:  

· which computers are communicating (with one another)
· when communication between individual computers begins & terminates
· a record of errors that occurred during the communication
· whose turn it is to "talk" in a computer "conversation"

[note: framing is the Layer 2 encapsulation process ( a frame is the Layer 2 protocol data unit]
[note: The frame format diagram is based on the voltage versus time graph ( but shows different groupings of bits (fields) that perform other functions]
(See Site for Frame Analogies)
A generic frame format
There are many different types of frames described by various standards. A single generic frame has sections called fields; each composed of bytes.

The fields are as follows:
(Start, Addressing, Length, Data, Checking, Stop)
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Frame start Field ( announces start of frame.
Address Field ( naming info: [ie: the MAC address of the source & destination computer]
Length/type/control Field ( some technologies have a length field (specifing the exact length of a frame), some have a type field (specifying the Layer 3 protocol making the sending request) & some use no such field.
Data Field ( reason for sending frames is to get higher-layer data to destination.

The data package you want to deliver has two parts:
· First, the message you want to send.
· Second, the encapsulated bytes you want to arrive at the destination.
· Included with this data, you must also send padding bytes (often added so that the frames have a min length, for timing purposes). LLC bytes are also included with the data field in the IEEE standard frames.
[note: Logical Link Control (LLC) sub-layer takes the network protocol data, an IP packet & adds control info to help deliver that IP packet to its destination. Layer 2 communicates with the upper-level layers through (LLC).]
note: All frames (their bits & fields) are susceptible to errors. To detect errors: effective, but inefficient way is send every frame twice, or have destination send a copy of the original frame back to the source before it can send another ( Fortunately there is a more efficient way, where only bad frames are discarded & retransmitted.

Frame Check Sequence (FCS) field ( contains a number calculated by the source & is based on the data in the frame. When the destination receives the frame, it recalculates the FCS number & compares it with the one in the frame. If the two numbers are different ( error assumed, frame is discarded & source is asked to retransmit.

There are three primary ways to calculate the Frame Check Sequence number: 

· Cyclic redundancy check (CRC) ( performs polynomial calculations on data.
· Two-dimensional parity ( adds an 8th bit that makes an 8 bit sequence have an odd or even number of binary 1's.
· Internet checksum ( adds the values of all data bits to arrive at a sum.
Frame Stop Field ( announces finish of frame. The length field implies the end & the frame is considered ended after the FCS. Sometimes there is a formal byte sequence referred to as an end-frame delimiter.
6.5 Media Access Control (MAC)
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MAC ( refers to protocols that determine which computer on a shared-medium environment (collision domain) is allowed to transmit the data. MAC, with LLC, comprises the IEEE version of Layer 2. MAC & LLC are both sublayers of Layer 2.
There are two broad categories of MAC:

· Deterministic (taking turns) ( imagine token ring.
· Non-deterministic (first come, first served).
Three specific technical implementations & their MACs
Three common Layer 2 technologies: Token Ring, FDDI, & Ethernet ( All three specify Layer 2 issues (eg: LLC, naming, framing & MAC), as well as Layer 1 signaling components & media issues.
Specific technologies for each are:
· Ethernet - logical bus topology (info flow is on a linear bus) & physical star or extended star (wired as a star) 

· Token Ring - logical ring topology (ie: info flow is controlled in a ring) & a physical star topology (ie: it is wired as a star)  

· FDDI - logical ring topology (info flow is controlled in a ring) & physical dual-ring topology (wired as a dual-ring)

	This chapter, you learned: the Institute of Electrical and Electronic Engineers (IEEE) is a professional organization that defines network standards ( IEEE LAN standards (including IEEE 802.3 & IEEE 802.5) are the best-known IEEE communication standards & are the predominant LAN standards in the world today. The IEEE divides the OSI link layer into two separate sublayers:

· Media Access Control (MAC) 

· Logical Link Control (LLC) 

This chapter explained: how Layer 2 of the OSI model provides access to the networking media & physical transmission across the media, which enables data to locate its intended destination on a network.

You should understand how:

· Layer 2 provides reliable transit of data across a physical link 

· Layer 2 uses a system called Media Access Control (MAC) 

· Layer 2 uses the MAC address, which is the physical address located on a NIC 

· Layer 2 uses framing to organize or group the bits


7 Layer 2 – Technologies
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7.1 The basics of token-ring

Overview of Token Ring & its variants
1970s ( IBM developed first Token Ring network – still their primary LAN technology; second only to Ethernet (IEEE 802.3) in terms of LAN implementation.
The IEEE 802.5 specification was modelled after IBM's Token Ring (both very similar) & continues to shadow its ongoing development.

[note: The term “Token Ring” refers both to IBM's Token Ring & to IEEE's 802.5 specification]
Token Ring frame format
Tokens ( {3 bytes long}

· Start delimiter ( (announces arrival) ( includes signals that distinguish it by violating the encoding scheme used elsewhere in the frame.
· Access Control Byte ( contains the priority & reservation field, & a token & monitor bit. The token bit distinguishes a token from a data/command frame, & a monitor bit determines whether a frame is continuously circling the ring.
· End delimiter ( (signals end) ( contains bits that indicate a damaged frame & the last frame in a logical sequence.
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Data/Command Frames ( {size varies depending on data field}. Data frames carry info for upper-layer protocols; command frames contain control info & have no data for upper-layer protocols.
· Frame control byte ( indicates whether the frame contains data or control info (in which case it specifies type of control info).

· Destination & source address fields. As with IEEE 802.5, their addresses = 6 bytes long.

· Data field ( {length is limited by the ring token that holds the time, thus defining the max time a station may hold the token}.

· Frame check sequence (FCS) field ( source station fills this field with a calculated value dependent on frame contents. The destination station recalculates the value to determine if the frame has been damaged in transit (& must be discarded).
Token Ring MAC
Token Passing
Token-passing networks (eg: Token Ring & IEEE 802.5) move a small frame (called a token) around the network. Possession of the token grants the right to transmit data.
Node receives token:
· Node has no info to send ( passes token to next end station. [note: each station can hold token for a max period of time, depending on the specific technology]

· Node has info to send ( host seizes token, alters 1 bit (so token becomes a start-of-frame sequence), appends the info & sends this data to next station.

There is no token on the network while the information frame is circling the ring (unless the ring supports early token releases) – other stations cannot transmit at this time – they must wait for the token to become available. [note: Token Ring networks have no collisions. If early token release is supported, a new token can be released when the frame transmission has been completed]
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The information frame circulates once around ring ( destination copies the info for processing ( when it reaches the (original) sending station, it is removed (ie: sending station verifies the frame was received & copied by the destination).
Unlike CSMA/CD networks (eg: Ethernet), token-passing networks are deterministic (ie: you can calculate the max time that will pass before any end station will be able to transmit).

This feature, & several reliability features, makes Token Ring networks ideal in networks where any delay must be predictable, & robust network operation is important

(eg: factory automation environments).
Priority System
Token Ring networks use sophisticated priority system ( permitting user-designated, high-priority stations to use the network more frequently. [revision: Token Ring frames have two fields that control priority – the priority field & the reservation field]
Only stations with a priority ≥ the priority value contained in a token can seize that token. (once token has been seized & changed to an information frame, only stations with a priority value ≥ the transmitting station can reserve the token for the next network pass ( the next token generated includes the higher priority of the reserving station. Stations that raise a token’s priority level must reinstate the previous priority when their transmission has been completed.
Management Mechanisms
Token Ring networks use several mechanisms for detecting & compensating for network faults. One mechanism is: to select one station (potentially any station) in the Token Ring network to be the active monitor.

Active monitor ( acts as a centralized source of timing info & performs certain ring maintenance functions. One function is: to remove continuously circulating frames from the ring (ie: when a sending device fails, its frame can circle continuously ( network lockup). The active monitor detects these frames; removes them & generate a new token.
The IBM Token Ring network’s physical star topology also contributes to the overall network reliability. Active MSAUs (multi-station access units) can see all info in a Token Ring network ( they can check for problems & remove stations from the ring where necessary.

· Beaconing ( (a Token Ring formula) ( detects & tries to repair network faults. When a station detects a serious network problem (eg: a cable break) it sends a beacon frame (defining a failure domain). The failure domain includes the station that is reporting the failure, its nearest active upstream neighbor (NAUN), & everything in between. Beaconing initiates a process called autoreconfiguration, where nodes within the failure domain automatically perform diagnostics ( an attempt to reconfigure network around the failed areas. Physically, MSAUs can accomplish this through electrical reconfiguration.

Token Ring signalling
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revision: Manchester encoding combines data & clock into bit symbols, which are split into two halves, the polarity of the second half always being the reverse of the first half.
0 = high-to-low transition & 1 = low-to-high transition

The 4/16 Mbps Token-Ring networks use differential Manchester encoding (a variation on Manchester encoding).

1 = no polarity change at start of the bit time
& 0 = a polarity change at start of the bit time.
Because both 0’'s & 1’s result in a signal transition, the clock can be effectively recovered at the receiver.

Token Ring media & physical topologies
IBM Token Ring network stations (often using STP & UTP as the media) are directly connected to MSAUs (multi-station access units), & can be wired together to form one large ring. Patch cables connect MSAUs to other MSAUs that are adjacent to it. Lobe cables connect MSAUs to stations. MSAUs include bypass relays for removing stations from the ring.
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7.2 The basics of Fiber Distributed Data Interface (FDDI)
Overview of FDDI & its variants
mid 1980’s ( high-speed engineering workstations pushed capabilities of existing Ethernet & Token Ring to their limits + system manages were concerned with reliability ( ANSI X3T9.5 standards committee produced the Fiber Distributed Data Interface (FDDI) standard. International Organization for Standardization (ISO) then created international version of FDDI (compatible with ANSI version).
FDDI is not as common today as Ethernet or Token Ring, but has substantial following & continues to grow as $$$ decreases. FDDI is frequently used as a backbone technology & to connect high-speed computers in a LAN.

FDDI has four specifications:
1. Media Access Control (MAC) ( defines how the medium is accessed, including: 

· frame format
· token handling
· addressing
· algorithm for calculating a cyclic redundancy check & error recovery mechanisms

2. Physical Layer Protocol (PHY) ( defines data encoding/decoding procedures, including: 

· clocking requirements
· framing
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other functions

3. Physical Layer Medium (PMD) ( defines characteristics of transmission medium, including: 

· fiber optic link
· power levels
· bit error rates
· optical components
· connectors
4. Station Management (SMT) ( defines the FDDI station configuration, including: 

· ring configuration 

· ring control features 

· station insertion & removal 

· initialization 

· fault isolation & recovery 

· scheduling 

· collection of statistics 

FDDI format
The fields of an FDDI frame are as follows: 

· Preamble ( – – – – ( prepares each station for the upcoming frame 

· Start delimiter
· Frame control ( indicates size of address fields, whether the frame contains asynchronous or synchronous data & other control info 

· Destination address ( {6 bytes} contains a unicast (singular), multicast (group), or broadcast (every station) address. (like Ethernet & Token Ring) 

· Source address ( {6 bytes} (like Ethernet & Token Ring) 

· Data ( control info, or info destined for an upper-layer protocol
· Frame check sequence (FCS) ( filled by the source station with a calculated cyclic redundancy check (CRC), value dependent on the frame contents (as with Token Ring & Ethernet).
· End delimiter ( contains non-data symbols indicating end of frame.
· Frame status ( allows the source to determine if an error occurred & if the frame was recognized & copied by a receiving station.
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FDDI MAC
FDDI uses a token passing strategy (almost identical to Token Ring) ( moving a small frame (token) around the network. Possession of the token grants the right to transmit data.

(see: this document – Token Ring MAC)
FDDI’s dual ring assures that not only are stations guaranteed their turn to transmit, but if one part of one ring is damaged or disabled for any reason, the second ring can be used ( this makes FDDI very reliable.

FDDI supports real-time allocation of network bandwidth, making it ideal for a variety of different application types. FDDI provides this support by defining two types of traffic – synchronous & asynchronous.

Synchronous 

· Synchronous traffic can consume a portion of the 100 Mbps total bandwidth of an FDDI network, while asynchronous traffic can consume the rest. 

· Synchronous bandwidth is allocated to those stations requiring continuous transmission capability ( useful for transmitting voice & video info. The remaining bandwidth is used for asynchronous transmissions.
· The FDDI SMT specification defines a distributed bidding scheme to allocate FDDI bandwidth.
Asynchronous 
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Asynchronous bandwidth is allocated using an eight-level priority scheme. Each station is assigned an asynchronous priority level.
· FDDI also permits extended dialogues, in which stations may temporarily use all asynchronous bandwidth.
The FDDI priority mechanism can lock out stations that cannot use synchronous bandwidth, & that have too low an asynchronous priority.

FDDI signalling
FDDI uses an encoding scheme called 4B/5B. Every 4 bits of data are sent as a 5 bit code. The signal sources in FDDI transceivers are LEDs or lasers.
FDDI media
FDDI specifies a 100 Mbps, token-passing, dual-ring LAN that uses a fiber-optic transmission medium. It defines the physical layer & media access portion of the link layer, which is similar to IEEE 802.3 & IEEE 802.5 in its relationship to the OSI Model.
FDDI is similar to Token Ring (but operates at faster speeds) ( both have same topology (ring) & media access technique (token-passing).

Optical fiber advantages over traditional copper wiring: security (doesn’t emit electrical signals that can be tapped), reliability (immune to electrical interference) & superior speed/throughput.
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FDDI defines the two specified types of fiber: single-mode (also mono-mode); & multi-mode. Modes can be thought of as bundles of light rays entering the fiber at a particular angle.

· Single-mode fiber ( (generally use lasers) ( only one mode of light propagates through fiber ( faster ( often used inter-building connectivity.

· Multi-mode fiber ( (use LEDs) ( multiple modes of light propagate through fiber ( depending on entry angles, modes arrive at different times (a phenomenon called modal dispersion) ( slower ( often used for intra-building connectivity.
FDDI specifies the use of dual rings for physical connections (two or more point-to-point connections between adjacent stations) ( traffic on each ring travels in opposite directions. One ring = the primary ring (used for data transmission) & the other = the secondary ring (generally used as a back up).
Class B, or single-attachment stations (SAS), attach to one ring; Class A, or dual attachment stations (DAS), attach to both rings. SASs are attached to the primary ring through a concentrator, which provides connections for multiple SASs. The concentrator ensures that a failure, or power down, of any given SAS, does not interrupt the ring ( particularly useful when PCs (or similar devices that power on & off) connect to the ring.

A typical FDDI configuration with both DASs & SASs is shown. Each FDDI DAS has two ports (designated A & B). These ports connect the station to the dual FDDI ring, ( each port provides a connection for both the primary & the secondary ring.
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7.3 The details of Ethernet & IEEE 802.3

Comparing Ethernet & IEEE 802.3
[note: Ethernet & IEEE together = greatest market share of any LAN protocol]

Ethernet network architecture ( {origins ( 1960s when CSMA/CD method was developed}.

· 1970s ( Xerox Corporation’s Palo Alto Research Center (PARC) developed 1st experimental Ethernet system ( this was used as basis for the IEEE 802.3 specification released (in 1980). 
· Shortly after, Digital Equipment Corporation, Intel Corporation & Xerox Corporation jointly developed & released an Ethernet specification ( Version 2.0 (substantially compatible with IEEE 802.3). Today, the term Ethernet is often used to refer to all CSMA/CD LAN’s that generally conform to Ethernet specifications, including IEEE 802.3.
Ethernet & IEEE 802.3 LANs are both:

· broadcast networks (every station can see all of the frames – must determine if they are destination)
· carrier sense multiple access/collision detection (CSMA/CD) LANs.

Stations on a CSMA/CD LAN can access network at any time ( before sending data they listen to network (to determine if in use). A collision occurs when 2 stations listen for network traffic, hear none & transmit simultaneously ( both transmissions are damaged & stations must retransmit later. CSMA/CD stations can detect collisions & backoff algorithms determine when the colliding stations can retransmit.

Differences between Ethernet & IEEE 802.3 LANs are subtle. Ethernet provides services corresponding to Layer 1 & Layer 2 of the OSI reference model. IEEE 802.3 specifies the physical layer, Layer 1, & the channel-access portion of the data link layer, Layer 2, but does not define a Logical Link Control protocol. Both Ethernet & IEEE 802.3 are implemented through hardware. Typically, the physical part of these protocols is either an interface card in a host computer or circuitry on a primary circuit board within a host computer.
Ethernet family tree
There are at least 18 varieties of Ethernet, which have been specified, or are in the specification process.  

(see: Site – Ethernet Varieties)
The table highlights some of the most common & important Ethernet technologies. 
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Ethernet frame format
The Ethernet & IEEE 802.3 frame fields: 

· Preamble ( alternating pattern of 1's & 0's tells receiving stations that a frame is Ethernet or IEEE 802.3 ( the Ethernet frame includes an additional byte equivalent to IEEE’s SOF.
· Start-of-frame (SOF) ( The IEEE 802.3 delimiter byte ends with two consecutive 1 bits, which serve to synchronize the frame-reception portions of all stations on the LAN. SOF is explicitly specified in Ethernet.
· Destination & source addresses ( first 3 bytes (of each) specified by IEEE (on a vendor-dependent basis); last 3 bytes specified by the Ethernet or IEEE 802.3 vendor. Source address = unicast (single-node) address. Destination address = unicast, multicast (group), OR broadcast (all nodes). 

· Type (Ethernet) ( specifies the upper-layer protocol to receive the data after Ethernet processing. 

· Length (IEEE 802.3) ( indicates # of bytes that follows this field. 
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Data (Ethernet) ( After physical-layer & link-layer processing, data inside frame is sent to an upper-layer protocol (identified in the type field). Although Ethernet version 2 does not specify any padding, in contrast to IEEE 802.3, Ethernet expects at least 46 bytes of data. 

· Data (IEEE 802.3) ( After physical-layer & link-layer processing, data is sent to an upper-layer protocol, which must be defined within the data portion of the frame. Padding bytes are often required to fill frame to its min 64-byte size.
· Frame check sequence (FCS) ( {4 byte} CRC value (created by sending device & recalculated by receiving device to check for damaged frames). 

Ethernet MAC
Ethernet = shared-media broadcast technology.
The access method CSMA/CD used in Ethernet performs three functions:

1. transmitting & receiving data packets 

2. decoding data packets & checking them for valid addresses before passing them to the upper layers of OSI model 

3. detecting errors within data packets or on the network
Stations on a CSMA/CD LAN can access network at any time ( before sending data they listen to network (to determine if in use). A collision occurs when 2 stations listen for network traffic, hear none & transmit simultaneously ( both transmissions are damaged & stations must retransmit later. CSMA/CD stations can detect collisions & backoff algorithms determine when the colliding stations can retransmit.

In the CSMA/CD access method, networking devices with data to transmit, work in a listen-before-transmit mode (ie: must first check to see if networking media is busy). When not busy ( transmit begins & station keeps listening to ensure no other stations are transmitting data simultaneously ( once complete, device returns to listening mode.
[revision: Networking devices detects collision by increase signal amplitude]

When collision occurs ( each transmitting device continues to transmit for a short time (to ensure all devices see the collision) ( next, each device invokes an algorithm.

After all network devices have backed off for a certain period (different for each device), any device can attempt to gain access to the networking media once again ( except devices involved in the collision do not have priority to transmit data.
Ethernet = broadcast transmission medium. However, only the device whose MAC & IP address matches the destination MAC & IP address will copy the data & also checks the data packet for errors ( if errors detected, data packed is discarded [note: destination will not notify source, regardless of whether the packet arrived successfully or not]. Ethernet is a connectionless network architecture & is referred to as a best-effort delivery system.
(see: Site – 7.3.5?)
Ethernet 10BASE-T media & topologies
TIA/EIA-568-A specifies that the physical layout used for horizontal cabling must = star topology ( this means the mechanical termination for each telecommunications outlet/connector is located at the patch panel in the wiring closet. Every outlet is independently & directly wired to the patch panel. 

The TIA/EIA-568-A specification for max length horizontal cabling, from hub to any workstation = 100 m ( includes: 90 m for the horizontal cabling + 3 m for patch cords + 6 m for patch cords/jumpers at the horizontal cross-connect.
( potential radius of star topology = 100m. If network must exceed this (eg: a 200 x 200m building) ( use repeaters to form extended star topology ( alternative is sneakernet (bad).

7.4 Layer 2 Devices

NICs
NIC ( plugs into a motherboard & provides ports for network connection ( can be designed as an Ethernet card, a Token Ring card, or an FDDI card. NICs communicate with the network through serial connections, & with the computer through parallel connections. Network cards all require an IRQ, an I/O address & upper memory addresses for DOS & Windows 95/98.
When selecting a network card, consider:
1. type of network (eg: Ethernet, Token Ring, FDDI, or other) 

2. type of media (eg: twisted-pair, coaxial, or fiber-optic cable) 

3. type of system bus (eg: PCI & ISA) 

NICs perform important Layer 2 data link layer functions, such as: 

· Logical Link Control ( communicates with upper layers in the computer
· Naming ( provides unique MAC address identifier
· Framing ( part of the encapsulation process, packaging the bits for transport
· Media Access Control (MAC) ( provides structured access to shared access media
· Signaling ( creates signals & interface with the media by using built-in transceivers
Bridges
· More intelligent than hub ( analyses incoming packets & forwards or drops based on addressing info.

· Collect & pass packets between two or more network segments
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Maintain address table (contains: physical address of each network device + their port)
· Different types of bridges:
· Transparent

· Source Route (primarily used in Token Ring LANS)

[note: Bridges often pass packets between networks operating under different Layer 2 protocols]
Bridging occurs at the data link layer, which controls data flow, handles transmission errors, provides physical addressing & manages access to the physical medium. Bridges provide these functions by using various link layer protocols that dictate specific flow control, error handling, addressing & media access algorithms. [note: Examples of popular data link layer protocols include Ethernet, Token Ring, & FDDI]
Advantages: Upper-layer protocol transparency ( bridges are not required to examine upper-layer info ( they only look at MAC addresses & can rapidly forward traffic. Reduce collision domains. Provides more bandwidth per user because there are fewer users on the segments than compared to entire LAN.
Disadvantages: When traffic between network segments becomes heavy, bridges can become a bottleneck & slow down communication. Also: bridges always spread & multiply broadcast data packet (ie: often sent when one device wants to reach another device without knowing its destination address). If too many broadcasts are sent out ( broadcast storm ( network time-outs & traffic slowdowns. Bridges increase the latency (delay) in a network by 10-30% ( due to decision making (when transmitting data to the correct segment).
[note: bridge is considered store-and-forward device because it must receive the entire frame & compute the cyclic redundancy check (CRC) before forwarding can take place. The time it takes to perform these tasks can slow network transmissions, (causing delay]
Switches
Switch (multiport bridge) ( no collision domain. Switching & filtering based on [Layer 2] MAC addresses ( uses table (same as bridges). Transparent to upper layers.
Enables dedicated access. Eliminates collision & increases capacity/bandwidth. Supports multiple conversations at a time.
[note: Switches operate at much higher speeds than bridges & can support new functionality, such as virtual LANs]

All switching & routing equipment perform two basic operations:

1. Switching data frames ( process by which a frame is received on input medium & transmitted to output medium. 

2. Maintenance of switching operations ( switches build & maintain switching tables & search for loops. Routers build & maintain both routing tables & service tables. 

Advantages: Can replace hub without too much $$$. # of collisions reduced. Simultaneous multiple communications. High-speed uplinks. Improved network response. Increased user productivity. Network administrators have great flexibility in network management.
Because switching is performed in hardware instead of in software, it is significantly faster. Each switch port like a “micro-bridge”; this process is called microsegmentation (  each switch port acts as a separate bridge & gives the full bandwidth of the medium to each host ( consequently LAN switches are considered multi-port bridges with no collision domain.

Data is exchanged at high speeds by switching the frame to its destination. By reading the destination MAC address, the frame is sent to the receiving station (via its port) prior to the entire frame entering the switch ( ( low latency levels & a high rate of speed for frame forwarding.
Ethernet switching increases available bandwidth by creating dedicated network segments, or point-to-point connections, & connecting these segments in a virtual network within the switch. This is called a virtual circuit because it exists only when needed, & is established within the switch.
Even though the LAN switch reduces the size of collision domains, all hosts connected to the switch are still in the same broadcast domain. ( a broadcast from one node will still be seen by all other nodes connected through the LAN switch.
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7.5 Effects of layer 2 devices on data flow

Ethernet LAN segmentation
Advantages of segmenting network with bridges & switches: both devices act as a firewall for some potentially damaging network errors. Accommodate larger # of network devices than otherwise. Can extend the effective length of a LAN. By isolate traffic between segments ( smaller collision domains ( more bandwidth per user.
Differences between bridges & switches: Switches are significantly faster because they switch in hardware (while bridges switch in software) & can interconnect LANs of unlike bandwidth [note: A 10 Mbps Ethernet LAN & a 100 Mbps Ethernet LAN can be connected by using a switch]. Switches can support higher port densities than bridges. Some switches support cut-through switching, which reduces network latency & delays, while bridges support only store-and-forward traffic switching.
Segmentation by routers has all of these advantages & more. Each interface on the router connects to a separate network, so insertion of the router into a LAN creates smaller collision domains & smaller broadcast domains ( routers do not forward broadcasts unless programmed to do so. Router can perform bridging & switching functions & also best path selection. The router can be used to connect different networking media, & different LAN technologies. Note the router in the teaching topology is connecting Ethernet, Token Ring & FDDI LAN technologies - segmenting the LAN, but doing much more. Routers can connect LANs running different protocols (IP vs. IPX vs. AppleTalk) & can have serial connections to WANs. 

Switch segmentation of a collision domain
Switched Ethernet topology performs as though network has only two nodes – (sender & receiver). Both share 10 Mbps bandwidth between them, which means nearly all bandwidth (nearly 100%) is available for the transmission of data ( very efficient. However, Ethernet networks perform best when kept under 30-40% of full capacity ( this limitation is due to Ethernet’s media access method (CSMA/CD). Bandwidth usage that exceeds the recommended limitation results in increased collisions. The purpose of LAN switching is to ease bandwidth shortages & network bottlenecks, such as that occurring between a group of PCs & a remote file server.
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Router segmentation of a collision domain
Routers are more advanced than typical bridges. A bridge is passive (transparent) at the network layer & operates at the data link layer. A router operates at the network layer & bases all of its forwarding decisions on [Layer 3] protocol address ( it examines the destination address on the data packet, then looks in its routing table for forwarding instructions. Routers create the highest level of segmentation because of their ability to make exact determinations of where to send the data packet.
Routers perform more functions than bridges – (they operate with a higher rate of latency.
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Teaching topology segmentation by bridges, switches, & routers
In the diagram:

· the bridge divides the E1 Ethernet network into two segments ( {K, L, M, N} & {O, P}

· The main switch divides the E0 Ethernet network into multiple network segments with each having guaranteed full bandwidth.

· The workgroup switch divides the workgroup segment into more segments.

· The hub & all the devices attached to it (all the way up to the main switch port) remain a collision domain.
· The router segments the entire LAN into two Ethernet subnetworks, which are segmented & a Token-Ring & FDDI subnetwork, which by their nature, have no collision domains.
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7.6 Basic Ethernet 10BASE-T troubleshooting

There are many approaches to network troubleshooting. The first approach: is to work up through the layers of the OSI model ( starting at Layer 1 (ie: check computer is connected to network before troubleshooting a browser). Check devices are plugged in & connected before you go to the next higher level, with its more complicated issues.
(see: Site for Troubleshooting Pracs)
	This chapter, you learned: 

· the term token-ring refers to both, IBM's token-ring & IEEEs 802.5 specification

· FDDI has four specifications:
1. Media Access Control (MAC) 

2. Physical Layer Protocol (PHY) 

3. Physical Layer Medium (PMD) 

4. Station Management (SMT) 

· Ethernet & IEEE 802.3 currently maintain the greatest market share of any LAN protocol 

· the term Ethernet is often used to refer to all carrier sense multiple access/collision detection (CSMA/CD) LAN’s that generally conform to Ethernet specifications, including IEEE 802.3 

You learned about: Layer 2 devices & their effects on data flow. Lastly: you were introduced to basic Ethernet 10BASE-T troubleshooting.


8 Design & Documentation

(note: this chapter is huge – summary incomplete)
8.1 Basics network design & documentation

Every network ( 2 crucial pieces of documentation: physical topology (map) & logical topology (addresses)
Gather info on organisation:

1. Financial resources available? 

2. How are resources shared? 

3. # people using network? 

4. Computer skill levels of users? 

5. What attitudes?
Network Design Process
In technical fields (eg: engineering), design process includes: 

· designer
· client
· user(s)
· brainstorming
· specifications development - usually numbers which will measure how well the design works 

· building & testing - to meet client objectives & satisfy standards
Methods of design: the problem solving cycle (repeat until finished) OR problem-solving matrix (lists alternatives/choices).
Network Design Documentation
Should include: 

· engineering journal 

· logical topology 

· physical topology 

· cut sheets 

· problem-solving matrices 

· labeled outlets 

· labeled cable runs 

· summary of outlets & cable runs 

· summary of devices, MAC addresses, & IP addresses 

8.2 Wiring closet specifications
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MDFs & IDFs

Main Distribution Facilities (MDFs) ( usually centrally located in building, directly connection to the POP & has backbone connections to all IDFs in building. May also house rooters, WAN connections, switches & servers, & serves as a network administrator’s office.

Intermediate Distribution Facilities (IDFs) ( are concentration points (wiring closets) where many cables come together in patch panels & hubs or switches.

MDFs & IDFs = places for organizing network cabling & for installing network equipment. Both must be carefully chosen ( minimize cable runs, meet environmental conditions & maximize ease of network maintenance & changes.

Wiring Closest
· Wiring closets are center of star topology

· Can have simple wiring closet OR use MDF/IDF

· Each time floor area > 1000m2 OR horizontal cabling > 90m ( another wiring closet on that level.
TIA/EIA-568-A specifies media: 
· 100 Ohm UTP (four pair) 

· 150 Ohm STP-A (two pair) 

· 2 fiber (duplex) 62.5/125 µm optical fiber 

· multimode optical fiber 

Wiring Closest Spaces
Must satisfy guidelines: 

· Materials for walls, floors, & ceilings 

· if MDF ≥ 100 lb/ft² load bearing
· if IDF ≥ 50 lb/ft²     " " " " " " "
· raised floor OR 30.5 cm ladder rack
· tiled floors ( protect from static
· min two walls ( 20mm plywood ≥ 2.4m high
· if point of presence (POP) in same room ( ≥ 4.6m wall space for equipment
· use fire prevention materials (eg: fire-rated plywood & fire-retardant paint on interior walls).
· must NOT have dropped (false) ceiling.

· Temperature & humidity

· maintain room temp ≈21°C

· maintain relatively humidity 30-50% (otherwise corrosion)

· Lighting fixtures & power outlets
· if MDF ( min 2 non-switched, AC duplex power receptacles

· should also have ≥ 1 power outlet every 1.8m alone each wall (150mm above floor)
· light switch ( immediately inside door
· cables must avoid florescent lighting (interference)

· lighting min 500lx (brightness) & min 2.6m above floor
· Room & equipment access 

· door ≥ 0.9m ( should swing out
· door lockable, but can always be opened from inside
· Cable access & support 

· if MDF ( cables should be protected by 10.2cm conduit (or sleeved core) ( same applies to cables running into IDFs.
· Conduit kept within 15.2 cm of walls.
· note: any wall or ceiling openings must be sealed with smoke & fire resistant materials.

8.3 Identifying potential wiring closets
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Selecting potential locations
List secure locations that close to the POP ( draw 50m radius circles ( determine how many wiring closets for coverage.
8.4 Selection practice

(useless section)
8.5 Horizontal & backbone cabling
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The main hub of extended star topology Ethernet LAN is usually centrally located ( (eg: MDF is no middle floor of building even if POP on the first floor).
Backbone Cabling ( cable, terminations & cross connects between wiring closets (shown in red) ( 62.5/125 µm fiber-optic cable = most often used 
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8.6 Electricity & grounding

Network problems electric power can create: Noise problems (in network signals), damage to network devices, different earth grounds leading of shock hazards, coupling of lightning strikes into conductors within the building.

Electrostatic discharge (ESD) destroys semiconductors & data.
“One hand rule” ( touch devices with one hand only so any current won’t flow through heart.

8.7 Cabling & grounding

8.8 A wiring plan for Ethernet star topology LAN

8.9 Multiple earth ground problems

8.10 Power line problems

8.11 Surge suppressors & UPS functions

	 This chapter focused on: network design & documentation.  You learned:

· Layer 1 components include: plugs, cable, jacks, & patch panels 

· to finish Layer 1 design, both a logical & a physical topology must be generated 

· Layer 2 devices such as switches reduce congestion & collision domain size 

· Layer 3 devices such as routers are used to build scalable internetworks (larger LANs, WANs, networks of networks), or to impose logical structure on the network 

· databases, & other shared resources, as well as the LAN's link to WANs & to the Internet 

· any time you install cable, you should document what you have done
· a wiring closet is a specially designed room used for wiring a data or voice network 

· backbone cabling consists of the backbone cabling runs; intermediate & main cross-connects; mechanical terminations; & patch cords used for backbone-to-backbone cross-connection 

· surge suppressors are an effective means of addressing the problems of surges & spikes



9 Structure Cabling Project

(note: this chapter is huge – summary is not complete)
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installation: functional test: plug in a computer one end & other end to switch or router ( see if connection made. OR (preferred way) use cable testers ( tester connects to one end, checks quality & find problems.
Purpose of patch panels: allow cable runs to be terminated in a strong organized, organized, but flexible manner. Also, horizontal cabling standards call for use of patch panels at certain points of cable run. The patch panel is a key component of structured cabling installations.

Split pairs ( when wire from one circuit is crossed with a wire from another circuit.
In electrical noise test – use cable tester & unplug electrical devices – helps you find source of noise

9.1 Project planning

Standards for networking media are developed & issued by: the Institute of Electrical & Electronic Engineers (IEEE), the Underwriters Laboratories (UL), the Telecommunications Industry Association (TIA) & the Electrical Industries Association (EIA). ( Also: local, state, county, & national government agencies issue some specifications.
Safety Proceedures

Electrical precautions
· Never work on a device with case open & the line voltage (power cord) plugged in. 

· Test electrical sockets with appropriate voltage tester or multimeter. 

· Locate all electrical conduits & power wires before trying to install any networking cable. 

· Properly ground all networking equipment.

· Never cut or nick a live 120 V AC line.

Construction  precautions 

· Wear safety glasses whenever drilling or cutting, & use care handling bits & blades. 

· Measure carefully before you cut or drill. “Measure twice; cut once.” 

· Investigate, what you cut or drill before beginning. 

· Be cleanly (eg: minimize dust which can affect sensitive networking devices). 

· Follow proper ladder placement & safety procedures

Network Installation Team: 

· project manager – responsible for: safety procedures, ensuring documentation of materials & activities, keeping team on task, communicating with instructor
· materials & tools manager - responsible for: tool kits, cable, connector, & testers 

· cable runner – plans, runs & tests cable runs
· jack & patch panel terminator – performs quality punch downs, installs & tests jack installations 

Create a flowchart to ensure project done thoroughly & on time ( should include: each task to be completed & their order & a timeline for each. Tasks include:
1. installing outlets
2. installing jacks
3. running cables
4. punching cables into patch panels
5. testing cables
6. documenting cables
7. installing NICs
8. installing hubs, switches, bridges, & routers
9. configuring routers
10. installing & configuring PCs
9.2 RJ-45 jack & outlet installation

TIA/EIA-568-A specifies 2 wall mounts for RJ-45 jack: surface mount (no cutting into wall) & flush mount 

Surface Mount

Two types of boxes: screw-mounted box (can move) & adhesive-backed box (once installed cannot be moved ( important factor)
To surface mount an RJ-45 jack on a wall: 

1. Select RJ-45 jack location. 

2. Run the wire to location – either inside the wall or inside surface mounted raceway. 

3. Mount box with either adhesive or screws. 

4. Feed wire into box (from top or from the rear). 

5. Punch the wire down onto the RJ-45 jack. 

6. Insert the jack into a RJ-45 faceplate. 

7. Attach the faceplate to the box

Flush Mount

Consider:

· Wall material (cutting into drywall & cutting into plaster different technique).

· Plaster ( horrible (crumbles easily) & sometimes cannot screw into the wood lath behind it (use surface mount instead).

· If there are wide wood baseboards on wall: aim to install jacks there (because more solid material than wall itself). Otherwise: avoid cutting the opening into the bottom 5 cm of baseboard – the wall’s bottom plate blocks you from pushing it in.

· Avoid trims around doors & windows. 

· Determine whether jack is to be mounted in a box, OR in a low-voltage mounting bracket

(see drywall for flush mount & plaster for plaster mount techniques)
Punch down process
Key steps: stripping jacket (without untwisting more than 1.22cm), follow color code (for 568-A or 568-B standard), carefully position wires in the 8 slots of the jack, use punch down tool with cutting surface facing correct way, remove excess wire, test jack using cable testers

9.3 The basics of cable installation

Installing/running UTP cable
Do: use cable ties, leave slack, leave service coils, use support bars, use cable management panels, use Velcro

Don’t: untwist wires beyond max (max=1. 3cm for CAT 5 | max=2.5cm for CAT4), make tiny bend radii, use > 90 degree bends, no kinks, no stretching, no staple guns.

TIA/EIA-606 specifications for labelling cable
TIA/EIA-606 specifies: that each hardware termination unit have some kind of unique identifier (marked on a label). Station terminations labels placed: on faceplate, housing, or connector itself.

(note: UL969 ( specifies legibility, defacement, & adhesion requirements for labels (both adhesive & insertable)).
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Preparing cable for use

Use logical cabling names: (eg: 1012A, 1012B for different rooms)

Each spool holds 304.8 m of cable (usually packaged in boxes). Never uncoil the cable – it will twist & kink.

Assign a letter to each spool, then unwind a short segment of cable & (use permanent waterproof marker) mark end of each cable with corresponds letter – do this 3 times approximately 60 cm apart. (ie: you know that cable will run to classroom 1012).
Keep cables tied securely together, using electrical tape. Bind the cable ends together to a “pull” string.
9.4 The installation of structured cable runs

Routing cables: easiest way is to mount it on a wall (but, don’t do this if cable might be bumped or pulled). You can also route cable by mounting it in raceway.
Raceway ( a wall-mounted channel with removable cover. There are two types: 

· Decorative raceway – a finished appearance (good if raceway is visible). 

· Gutter raceway – less attractive. Advantage: big enough to hold several cables – generally, used restricted to spaces such as attics & spaces created by dropped ceilings.
Raceway can be either plastic or metal, & can be mounted with adhesive backing (pros: easy to install, cons: often comes off) or screws. (note: don’t run power cables alongside UTP ( interference)
Supporting Horizontal Cable
When running cable in a dropped ceiling space, never lay the cable on top of the ceiling.

Option 1: wall-mounted gutter.

Option 2: attach tie-wraps to the wires that suspend the dropped ceiling & string cable from tie to tie.

Option 3: use a ladder rack (ladder racks are hung from the ceiling & offer best support).
Telepole ( a telescoping pole with a hook at one end to hold cable ( it is used to quickly string cable across a dropped ceiling or attic.
Fishing cable ( method whereby you pull cable up through a wall (& you ordinarily work from an attic or dropped ceiling space).
To fish cable through a wall: 

1. Locate top plate of wall, & drill 19 mm hole through it. 

2. Slowly feed fish tape through hole, down into the wall. 

3. Position 2nd man next to wall opening, below you ( he grabs the fish tape when it reaches the wall opening.

4. Helper strips back about 25 mm of jacket from CAT 5 UTP cable, & bends wires around the hook of the fish tape, & uses electrical tape to secure it. 

5. Pull the cable up through the wall to the wall plate. 

6. Be sure to leave enough excess cable at the jack end to reach the floor, & extend another 60-90 cm

9.5 Stringing, running & mounting cable

(pracs only)
9.6 The basics of wiring closets & patch panels

Normally, the equipment in a wiring closet includes: 

· patch panels 

· wiring hubs 

· bridges 

· switches 

· routers 

Mounting a Patch Panel

You can mount patch panels on walls (with the help of brackets), you can stand them in racks, or you can place them in cabinets (equipped with interior racks & doors).

Distribution rack ( most commonly used pieces of equipment to mount patch panels ( a simple skeletal frame that holds equipment such as patch panels, repeaters, hubs, & routers that used in the wiring closet. It can range in height between 1-1.9 m. Advantage: allows easy access to both front & back of the equipment. To ensure stability, a floor plate attaches to the floor. The standard (since 1940s) = 0.48 m rack.
9.7 The range of equipment for testing structured cabling projects

	This chapter you learned that: to ensure that cabling is done thoroughly, accurately, & on time, you should create a flowchart that includes each of the tasks that must be completed, & in what order. Also, your flowchart should also include a timeline for each of these tasks: 

· installing outlets 

· installing jacks 

· running cables 

· punching cables into patch panels 

· testing cables 

· documenting cables 

· installing NICs 

· installing hubs, switches, bridges, & 
· routers 

· configuring routers 

· installing & configuring PCs 

Your cabling plan should include the following: 

· building materials 

· suppliers 

· tools 

· date & length of time tools required 

Lastly, you learned about: installing, string, running cable & the basics of wiring closets & patch panels along with testing cable. 


10 Layer 3 – Routing & Addressing

10.1 Network layers

The network layer’s addressing scheme is used to determine the destination ( ( protocols without a network layer only work on small internal networks ( MAC addresses use a flat addressing scheme that makes it difficult to locate devices on other networks.
Protocols that support network layer (there are several) use a hierarchical addressing scheme
Hierarchical addressing scheme ( (eg: phone network) ( allows for unique addresses across network boundaries ( enables info to traverse internetwork & has a method for finding destination efficiently.

Internet service providers (ISPs) offer services that tie together multiple network segments.
Routers make logical decisions regarding the best path for the delivery of data on an internetwork & then direct packets to the appropriate output port & segment. Routers take packets from LAN devices (eg: workstations) &, based on Layer 3 info, forward them through network. Routing ( sometimes referred to as Layer 3 switching.
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10.2 Path determination
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Path determination ( [occurs at Layer 3 (network layer)] ( enables router to evaluate available paths (to a destination) & establish the preferred handling of a packet.  Routing services use network topology info when evaluating network paths. Path determination is the process that the router uses to choose the next hop (between routers) in the path for the packet to travel to its destination ( this process is called routing the packet.
Network protocols use network address & some form of host (or node) address. For some network layer protocols, a network administrator assigns network host addresses according to predetermined plan. For other network layer protocols, assigning host addresses is partially or completely dynamic/automatic. The host portion tells the router which specific device to deliver a packet.
MAC address is always constant for NIC. Network address changes if a computer is physically moved to another network.
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Comparing flat & hierarchical addressing
The network layer is responsible for navigating data through a set of networks (internetworks) & finding the best path.
To accomplish this, it uses two addressing methods: flat addressing & hierarchical addressing
Flat addressing scheme ( assigns a device the next available address (no thought of structure). MAC addresses function in the same manner ( a vendor is given a block of addresses; the first half is for the vendor’s code & the rest is a sequentially assigned number.

Hierarchical addressing ( IP is most popular implementation ( IP addresses have a specific structure & are not randomly assigned.
10.3 The purpose & operation of IP addresses within the IP header

 (see: 10.31)
Network layer fields
The IP packet consists of the data from upper layers plus an IP header, which consists of:
· version ( indicates version of IP currently used [4 bits] 

· IP header length (HLEN) ( indicates datagram header length in 32 bit words [4 bits] 

· type-of-service ( specifies level of importance (assigned by a particular upper-layer protocol) [8 bits] 

· total length ( specifies length of entire IP packet (data & header) in bytes [16 bits] 

· identification ( contains an integer that identifies the current datagram [16 bits] 

· flags ( a 3-bit field in which the 2 low-order bits control fragmentation – one bit specifying whether the packet can be fragmented, & the second whether the packet is the last fragment in a series of fragmented packets [3 bits] 

· fragment offset ( used to help piece together datagram fragments [13 bits] 

· time-to-live ( a counter that incrementally decreases to zero, at which point the datagram is discarded (keeping the packets from looping endlessly) [8 bits] 

· protocol ( indicates which upper-layer protocol receives incoming packets after IP processing completed [8 bits]
· header checksum ( helps ensure IP header integrity [16 bits] 

· source address ( [32 bits]
· destination address ( [32 bits]
· options ( allows IP to support various options, such as security [variable] 

· data ( contains upper-layer info [variable, max 64 Kb] 

· padding ( extra zeros added to ensure the IP header is a multiple of 32 bits 
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IP address as a 32-bit binary number
IP addresses are expressed as dotted-decimal numbers ( we break the 32 bit address into four octets (an octet = a group of 8 bits). ( max decimal value of each octet = 255.
10.4 IP address classes

IP address classes
There are 3 classes of IP addresses that an organization can receive from the American Registry for Internet Numbers (ARIN) (or the organization's ISP): 
Class A, B & C
ARIN now reserves Class A addresses for governments throughout the world (although a few large companies, including Hewlett Packard, have received one in the past) & Class B addresses for medium-sized companies. All other requestors are issued Class C addresses.
Class A



eg: 124.95.44.15.
· First (leftmost) bit is 0.

· First octet = 0 to 126

(127 does start with 0 bit, but is reserved for special purposes.)

· First octet (8 bits) = network portion ( assigned by ARIN & identifies network number
· Last three octets (24 bits) = host portion ( assigned by internal administrators of network
· Every Class A network has 16,777,214 {224 – 2} possible IP addresses/network devices.
Class B



eg: 151.10.13.28.
· First 2 bits = 1 0 (one & zero)
· First octet = 128 to 191
· First two octets (16 bits) = network portion ( assigned by ARIN & identifies network number
· Last two octets (16 bits) = host portion ( assigned by internal administrators of network
· Every Class B network has 65,534 {216 – 2} possible IP addresses/network devices.
Class C



eg: 201.110.213.28
· First 3 bits = 1 1 0 (one, one & zero).

· First octet = 192 to 223
· First three octets (24 bits) = network portion ( assigned by ARIN & identifies network number
· Last octet (8 bits) = host portion ( assigned by internal administrators of network
· Every Class B network has only 254 {28 – 2} possible IP addresses/network devices.
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10.5 Reserved address space

Purposes for network IDs & broadcast addresses
An IP address with binary 0s in all host bits is reserved for the network address (or wire address).

eg: 113.0.0.0 is the IP address of the (Class A) network containing the host 113.1.2.3.

eg: 176.10.0.0 (Class B).
For broadcast address (data sent to & looked at by all devices on particular network) ( IP address has binary 1s in all host bits.

eg: For (176.10.0.0) use 176.10.255.255
note: for security, the all networks all hosts address (255.255.255.255) is not forwarded beyond local network by routers.
A network ID enables a router to put a packet onto the appropriate network segment (think ZIP code). The host ID helps the router address the Layer 2 frame (encapsulating the packet) to the specific host on that network (think street address).
10.6 The basics of subnetting

Subnetwork
note: outside world sees our network as a single network & has no detailed knowledge of internal structure. This helps keep routing tables small because the rest of the world only needs to know one network number to reach us.

Network administrators sometimes need to divide networks (especially large ones) into smaller networks. These smaller divisions are called subnetworks (or “subnets”) & provide addressing flexibility.
Similar to the host # portion of Class A, B, &C addresses, subnet addresses are assigned locally (usually by the network administrator). Like other IP addresses, each subnet address is unique.
Primary reason for subnetting: to reduce the size of a broadcast domain (especially when broadcast traffic begins to consume too much available bandwidth & network delays become significant). 
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Subnet mask
The subnet mask (formal term: extended network prefix), is not an address, but determines which part of an IP address is the network field & which part is the host field. A subnet mask is 32 bits long & has 4 octets, just like an IP address. 

To determine the subnet mask follow these steps:

(1) Express subnetwork IP address in binary form. (2) Replace network & subnet portion of the address with all 1s. (3) Replace host portion of the address with all 0s. (4) As the last step convert the binary expression back to dotted-decimal notation.
note: The extended network prefix includes the class A, B, or C network number, plus the subnet field (or subnet number) that is being used to extend the routing info (which is otherwise just the network number). 

Boolean operations: AND, OR, & NOT
Decimal number operations include addition, subtraction, multiplication & division. There are related, but different, operations for binary numbers. The basic Boolean operations are: AND, OR, & NOT.

· AND ( is like multiplication 

· OR (is like addition 

· NOT ( changes 1 to 0, & 0 to 1
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Performing the AND function
The lowest numbered address in an IP network is the network address (the network number &0 in the entire host field). This also applies to a subnet: the lowest numbered address is the address of the subnet.
In order to route a data packet, the router must first determine the destination network/subnet address by performing a logical AND using the destination host's IP address & the subnet mask ( the result will be the network/subnet address. 

[In the Figure, the router has received a packet for host 131.108.2.2 - it uses the AND operation to learn that this packet should be routed to subnet 131.108.2.0.]
(see: prac 10.6.6?)
10.7 Creating a subnet

(remember prac exercises)
Range of bits needed to create subnets
To create subnets: must extend routing portion of address (so routers within your organization can recognize different locations, or subnets, within the whole network). 

1. Q: In the address 131.108.0.0, which are the routing bits?
A: 131.108 – (Class B ). 

2. Q: What are the other two octets (16 bits) of the address 131.108.0.0 used for? 
A: host field. 

· To create subnets ( must divide original host field (16 bits for Class B) into two parts - the subnet field & the host field ( "borrowing" original host bits to create the subnet field.

· The minimum # of bits that you can borrow (for subnet) is 2 – regardless of class (A, B, or C).

· At least 2 bits must remain for host numbers ie:

	Address 
Class
	Size of Default 
Host Field
	Max #
Subnet Bits

	A
	24
	22

	B
	16
	14

	C
	8
	6
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The subnet mask is the tool used by the router to determine which bits are routing bits & which bits are host bits.

For any subnet of length N bits:

· The lowest value (all 0s) is part of the network address & the highest value (all 1s) would be part of the network broadcast address. These two value are reserved/unusable subnets.
· ( there can be (2N) possible subnet, BUT only (2N – 2) useable/valid subnets.

· note: 1 bit long subnet has 0 useable subnets ( this is why subnets always borrow at least 2 bits.

Determining subnet mask size
Subnet masks use the same format as IP addresses (32 bits long & divided into 4 octets, represented in dotted decimal format).
note: By default, (if you borrow no bits) the subnet mask for a Class B network would be 255.255.0.0.
eg1: subnet mask = 255.255.255.0 (for Class B) & address = 130.5.2.144


(( 8 bits borrowed ( router will route this packet to subnet 130.5.2.0.
eg2: subnet mask = 255.255.255.224 (Class C) & address = 197.15.22.131( (last octet = 10000011)

(( network portion has been extended by 3 bits (= total 27 bits). The 131 in the last octet now represents the third usable host address (100) in the subnet 197.15.22.128.
[note: routers in the Internet (unaware of subnet mask) will only worry about routing to the Class C network 197.15.22.0, while routers inside that network, knowing the subnet mask, will look at 27 bits to make a routing decision]
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Computing subnet mask & IP address
note: each time you borrow another bit from the host field, # possible subnets doubles & # possible hosts halves. Also: remember there are 2 unusable host addresses in each subnet & also 2 unusable subnet addresses in each network address.
1. Q: How many bits are being borrowed (how long is the subnet field) for a Class B network using a subnet mask = 255.255.240.0?
A: 4 bits. 

2. Q: How many possible subnets are there with a 4 bit subnet field?  
A: 16 possible subnets (0-15) ( 14 usable subnets (1-14). 

When you configure routers, you must connect each interface to a different network segment. Then each of these segments will become a separate subnet. You must select an address from each different subnet to assign to the interface of the router that connects to that subnet. Each segment of a network - the actual wires & links - must have different network/subnet numbers. The Figure shows what a network diagram might look like using a subnetted Class B network.
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Host/subnet schemes
When you create subnets, you lose quite a few potential addresses.

Must try to find/use optimal # of subnets & hosts for given network ( consider future network growth (size of collision domains) & the percentage of addresses you lose by creating subnets.
Private addresses
Certain addresses in each class of IP address are not assigned ( private addresses.
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Many applications require connectivity within 1 network only. Even when no external connectivity is required, large networks often use TCP/IP. (eg: Many banks use TCP/IP to connect to ATMs ( private addresses is ideal). Private addresses can also be used on a network where there are not enough public addresses available.

The private addresses can be used together with a network address translation (NAT) server or a proxy server ( either can provide connectivity to all hosts in a network that has relatively few public addresses available. By agreement, any traffic with a destination address within one of the private address ranges will NOT be routed on the Internet.

	This chapter discussed: routing & addressing as it relates to the network layer of the OSI model.

You learned:
· Internetworking functions of the network layer include network addressing & best path selection for traffic.
· there are two addressing methods: flat & hierarchical. 

· there are 3 classes of IP addresses an organization can receive from InterNIC: Class A, B, & C.
· InterNIC reserves Class A addresses for governments, Class B addresses for medium-size companies, & Class C addresses for all other entities 

· Class A address ( first bit is always 0 (in a binary format)
· Class B address ( first 2 bits are always 10

· Class C address ( first 3 bits are always 110
· To provide extra flexibility for the network administrator, networks --- particularly large ones --- are often divided into smaller networks called subnetworks or subnets 

· subnets are concealed from outside networks by using masks referred to as subnet masks 


11 Layer 3 – Protocols

11.1 Layer 3 devices

Revision: There are two addressing schemes: one uses MAC addresses at Layer 2; the other uses an address at Layer 3 (eg: IP addresses ( sometimes called “protocol addresses” or “network addresses” ( implemented in software)
A router uses Layer 3 addresses ( & has the ability to make intelligent decisions regarding best path.
MAC addresses/physical addresses
· usually assigned by the NIC manufacturer & hard-coded into the NIC

· used (primarily) to connect network segments

IP addresses
· usually assigned by network administrator (implemented in software & easy to change).

· used to connect separate networks & to access the Internet, by using end-to-end routing.

· often a network administrator will group devices together in the IP addressing scheme, according to their geographical location, department, or floor (within building).
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Unique network numbers
Routers connect 2 or more networks, each of which must have a unique network number (which is incorporated into the IP address that is assigned to each device attached to that network).
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eg: A network has a unique network number - A. It has four devices attached to it - IP addresses A2, A3, A4, & A5. Since the interface where the router connects to a network is considered to be part of that network, the interface where the router connects to network A has an IP address of A1.

eg: You want to send data from network A to network B (see diagram). When data frames, coming from network A, reaches the router, the router performs the following functions:

1. It strips off the data link header, carried by the frame.
2. It examines the network layer address to determine destination network.
3. It consults its routing tables to determine which of its interfaces to send the data.
4. It encapsulated data into appropriate data link frame & sends
note: A router’s attachment to a network is called an interface (or port). In IP routing, each interface must have a separate, unique network (or subnetwork) address
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11.2 Network-to-network communications

Methods for assigning an IP address
After determining addressing scheme, you must choose the method for assigning addresses to hosts. [image: image45]There are 2 methods for assigning IP addresses ( static addressing & dynamic addressing.
(either way, all IP addresses must be unique)
Static Addressing ( you must go to each individual device & configure it with an IP address ( ( meticulous records imperative (duplicate IP addresses = problems). Some operating systems, such as Windows 95 & Windows NT, send an ARP request to check for duplicate IP addresses when attempting to initialize TCP/IP. If duplicates discovered ( error message generated & OS does not initialize TCP/IP.
Dynamic Addressing ( there are a few different methods for dynamically assigning IP addresses. Examples:
· Reverse Address Resolution Protocol (RARP) ( binds MAC addresses to IP addresses – allowing some network devices to encapsulate data before sending on the network.
eg: a source (perhaps a diskless workstation) wants to send data to another device…. it knows its own MAC address, but is unable to locate its own IP address in its ARP table ((cannot pass data to higher layers ( problem).

The source sends a RARP request packet using a broadcast IP address (so all devices will see it). [note: RARP uses the same packet format as ARP, except the MAC headers, IP headers & “operation code” are different]
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The RARP packet format contains places for MAC addresses of both destination & source. The source IP address field is empty & the destination IP address is all 1s.

Devices using RARP require that a RARP server be present on the network to answer RARP requests. Workstations running RARP have codes in ROM that direct them to start the RARP process, & locate the RARP server.
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BOOTstrap Protocol (BOOTP) ( used by devices to obtain IP address when they start up.
BOOTP uses UDP to carry messages; the UDP message is encapsulated in an IP datagram. A computer uses BOOTP to send a broadcast IP datagram (using destination IP address 255.255.255.255 – all 1s) ( a BOOTP server receives the broadcast & then sends a broadcast. The client receives a datagram & checks the MAC address ( if it finds its own MAC address in the destination address field, then it takes the IP address in that datagram.

Like RARP, BOOTP operates in a client-server environment, & only requires a single packet exchange. However, unlike RARP, which only sends back a 4 octet IP address, BOOTP datagrams can include the IP address, the address of a router (default gateway), the address of a server, & a vendor-specific field. One of the problems with BOOTP is that it was not designed to provide dynamic address assignment. With BOOTP you create a configuration file that specifies the parameters for each device.
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Dynamic Host Configuration Protocol (DHCP) ( proposed as a successor to BOOTP.

Unlike BOOTP, DHCP allows a host to obtain an IP address quickly & dynamically. All that is required using DHCP is a defined range of IP addresses on a DHCP server. As hosts come online they contact the DHCP server & request an address. The DHCP server chooses an address & allocates it to that host. With DHCP, the entire computer’s configuration can be obtained in one message (eg: along with the IP address, the server can also send a subnet mask)

DHCP initialization sequence
When a DHCP client boots, it enters an initialize state. It sends DHCPDISCOVER broadcast messages, which are UDP packets with the port number set to the BOOTP port. Next, the client moves into the select state & collects DHCPOFFER responses from DHCP server. The client then selects the first response it receives & negotiates lease time (length of time it can keep the address without renewing it) with the DHCP server by sending a DHCPREQUEST packet. The DHCP server acknowledges a client request with a DHCPACK packet. The client can now enter the bound state & begin using the address.
IP key components
To communicate: sending devices need IP addresses & MAC addresses of destination ( when they try to communicate with devices whose IP addresses they know, they must determine the MAC addresses.

The TCP/IP suite has a protocol, called ARP, that can automatically obtain MAC address. ARP enables a computer to find the MAC address of the computer that is associated with an IP address. 
Note: The basic unit of data transfer in IP = the IP packet (unique to IP). Packet processing occurs in software, which means that content & format are not hardware dependent. A packet is divided into two major components: the header (which includes source & destination addresses); & the data. Other types of protocols have their own formats.
Note: Another major component of IP is Internet Control Message Protocol (ICMP) ( used by a device to report a problem to the sender of a message. [eg: if a router receives a packet that it cannot deliver, it sends a message back to the sender of the packet]. One of the many features of ICMP is echo-request/echo-reply, which is a component that tests whether a packet can reach a destination by pinging the destination.

Function of the address resolution protocol (ARP)
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A data packet must contain both a destination MAC address & a destination IP address ( if it lacks either the data will never pass from Layer 3 to the upper layers. note: In this way, MAC addresses & IP addresses act as checks & balances for each other. After devices determine the IP addresses of the destination devices, they can add the destination MAC addresses to the data packets.
To determine MAC addresses (needed in data encapsulation), some devices keep ARP tables.
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Address Resolution Protocol (ARP) tables ( contain all MAC & IP addresses of other devices connected to the same LAN ( ARP tables are sections of RAM memory in which cached memory is maintained automatically on each of the devices. [note: it is a rare occasion when you must make an ARP table entry manually]. Each computer on a network maintains its own ARP table. Whenever sending data across a network, a source device consults its ARP table to locate the MAC address for the destination ( if it locates an entry (destination IP address to destination MAC address), it binds, or associates, the IP address to the MAC address & uses it to encapsulate the data. The data packet is then sent.
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ARP operation within a subnet
If a source is unable to locate a MAC address for the destination in its own ARP table, the host initiates a process called an ARP request. 

ARP request ( enables source to discover the destination MAC address.

A host builds an ARP request packet & sends it to all devices on the network using a broadcast MAC address.

If the IP address of a device matches the destination IP address in the ARP request, that device responds by sending the source its MAC address ( this is known as the ARP reply.
eg: Source device 197.15.22.33 wants the MAC address of the destination with IP address 197.15.22.126. The destination picks up ARP request & sends ARP reply containing its MAC address.
The source receives this & extracts the MAC address from the MAC header, & updates its ARP table ( it can now properly address & encapsulate its data with a destination MAC & IP address.
11.3 Advanced ARP concepts
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Default gateway
In order for a device to communicate with another device on another network, you must supply it with a default gateway ( that is: the IP address of the interface on the router that connects to the network segment on which the source host is located. (the default gateway’s IP address must be in the same network segment as the source host). 

If no default gateway is defined: communication is possible only on the device’s own logical network segment. The computer that sends the data does a comparison between the IP address of the destination & its own ARP table. If it finds no match, it must have a default IP address to use. (without a default gateway, the source has no destination MAC address, & the message is undeliverable.

Problems with sending data to nodes on different subnets
Major networking problem: how to communicate with devices on different physical network segments.

There are two parts to the problem:

· the first is obtaining the MAC address of the destination host &
· the second is transferring the data packets from one network segment to another, to get to the destination host.
How ARP sends data to remote networks
ARP uses broadcast packets to accomplish its function. Routers, however, do not forward broadcast packets.

In order for source to send data to the address of a device on another network segment, the source device sends the data to a default gateway (ie: the IP address of the router interface that is connected to the same physical network segment as the source). The source host compares the destination IP address & its own IP address to determine if the two IP addresses are located on the same segment ( if not, source will send data to the default gateway.
Proxy ARP

Proxy ARP ( a variation of the ARP protocol. In this case, an intermediate device (eg: router) sends an ARP response, on behalf of an end node, to the requesting host. Routers running proxy ARP capture ARP packets.

When router picks up an ARP request it compares the IP destination address with the IP subnet address to determine if destination IP address is on the same subnet as the source.

If subnet address is the same, router discards packet.

If subnet address is different, router responds with its own MAC address for the interface directly connected to the segment containing source host ( this is the proxy ARP. Since the MAC address is unavailable for the destination host, the router supplies its MAC address in order to get the packet. Then the router can forward the ARP request (based on the destination IP address) to the proper subnet for delivery.
11.4 Routable protocols

IP is a network layer protocol, & because of that, it can be routed over an internetwork (a network of networks). Protocols that provide support for the network layer are called routed or routable protocols.
IP is the most common routable protocol – two others are: IPX/SPX & AppleTalk.
Protocols that do not support Layer 3 are classed as non-routable protocols ( the most common of these is NetBEUI – a small, fast, & efficient protocol limited to running on one segment.
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Characteristics of a routable protocol
In order for a protocol to be routable, it must provide ability to assign a network number & host number, to each individual device. Some protocols, such as IPX, only require that you assign a network number, because they use a host’s MAC address for the physical number. Other protocols, such as IP, require that you provide a complete address, as well as a subnet mask ( the network address is obtained by ANDing the address with the subnet mask.
11.5 Routing protocols

Examples of routing protocols
Routing protocols (note: Different from routed protocols) determine the paths that routed protocols follow to their destinations.

Examples of routing protocols include:
· RIP - Routing Information Protocol
· IGRP - Interior Gateway Routing Protocol
· EIGRP - Enhanced Interior Gateway Routing Protocol
· OSPF - Open Shortest Path First
Routers use routing protocols to exchange routing tables & share routing info ( enabling connected routers to create a map, internally, of other routers in the network or on the Internet. This allows routing (ie: best path & switching) to occur.
Definition of routing protocol
Routing Information Protocol (RIP) ( (which is an Interior Gateway Protocol (IGP)).

· Is the most common protocol to transfer routing info between routers on the same network.
· Allows routers to determine which path to use, using distance-vector concept ( it calculates distances (to destination host) in hops.

· note: hop count = how many routers data must go through (& ( how many new network number). If multiple paths ( one with least # hops is chosen.
· Routers (using RIP) update their routing tables at programmable intervals – usually every 30 seconds.

· [image: image126.png]Routed versus Routing Protocol




One disadvantage: routers are constantly connecting to neighboring routers (to update their routing tables) ( much network traffic.
· note: hop count alone doesn’t necessarily select fastest path ( other routing protocols use many other metrics (besides hop count) to find the best path. Nevertheless, RIP (one of the earliest routing protocols) remains very popular & widely implemented.
· Another problem of using RIP: the max # of hops that data can be forwarded = 15 ( ( if a destination is > 15 hops away then it is unreachable.
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Revision: A router receives a frame, strips off the frame header, then checks the destination IP address in the IP header. The router then looks for that destination IP address in its routing table, encapsulates the data in a data link layer frame, & sends it out to the appropriate interface. If it does not find the destination IP address, it may drop the packet.
Multi-protocol routing
Routers are capable of concurrently supporting multiple independent routing protocols, & of maintaining routing tables for several routed protocols. This capability allows a router to deliver packets from several routed protocols over the same data links.
11.6 Other network layer services
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Connectionless network services
Connectionless delivery system ( (referred to as packet switched) ( destination is not contacted before a packet is sent.

· Used by most network services
· They treat each packet separately, & send it on its way through the network. Packets may take different paths through network & (possibly) arrive out of order, but are reassembled when they arrive at the destination.
· Analogy: Postal system – recipient is not contacted before a letter is sent – recipient learns of the letter when it arrives.
· Devices make path determination for each packet based on a variety of criteria – & some of the criteria (eg: available bandwidth) may differ from packet to packet.
Connection-oriented network services
Connection-oriented systems ( (referred to as circuit switched) ( a connection is established between sender & recipient before any data is transferred.

· All packets travel sequentially across the same physical circuit, or more commonly, across the same virtual circuit.
· eg: Telephone system ( you place a call, a connection is established, & then communication occurs.
note: The Internet is one huge connectionless network where all packet deliveries are handled by IP. TCP (Layer 4) adds connection-oriented services on top of IP (Layer 3). TCP segments are encapsulated into IP packets for transport across the Internet. TCP provides connection-oriented session services to reliably deliver data.
IP & the transport layer
IP is a connectionless system; it treats each packet independently. eg: if you use an FTP program to download a file, IP does not send the file in one long stream of data. Each sent packet independently & some may even get lost. IP relies on the transport layer protocol to determine whether packets have been lost, & to request retransmission. The transport layer is also responsible for reordering the packets
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ARP tables

Internetworking devices that have ARP tables
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revision: the port, or interface, where a router connects to a network, is considered part of that network; (the router interface connected to the network has an IP address for that network. Routers, just like every other device on the network, send & receive data on the network, & build ARP tables that map IP addresses to MAC addresses.
Comparing router ARP tables with ARP tables kept by other networking devices
Routers can be connected to multiple networks, or subnetworks. Generally speaking, network devices map the IP addresses & MAC addresses that they see on a regular & repeated basis ( a typical device contains mapping info only about devices on its own network.
Routers build tables that describe all networks connected to them. ARP tables kept by routers can contain IP addresses & MAC addresses of devices located on more than one network.

In addition to mapping IP addresses to MAC addresses, router tables also map ports.

	Destination Network
	Router Port

	201.100.100.0
	201.100.100.1

	201.100.101.0
	201.100.101.1

	201.100.120.0
	201.100.120.1

	201.100.150.0
	201.100.150.1


 
Other router table addresses
A router has IP & MAC addresses of devices located on its connected networks & the IP & MAC addresses of other routers.
If a data packet reaches a router that does not connect to destination network: it forwards it to another router that most likely does contain info about the destination host in its routing table.
ARP requests & ARP replies
revision: ARP is used only on a local network.
When a router does not know the MAC address of the next-hop router (a non-local router), the source router (router that has the data to be sent on) issues an ARP request. A router that is connected to the same segment as the source router receives the ARP request. This router issues an ARP reply to the router that originated the ARP request containing the MAC address of the non-local router.
Proxy ARP
A device on one network cannot send an ARP request to a device on another network.
However, a device on one subnetwork can find the MAC address of a device on another subnetwork, provided the source directs its question to the router. Working through a third party is called proxy ARP, & allows the router to act as a default gateway.
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Indirect routing
revision: Sometimes a source resides on a network that has a different network number than the (desired) destination. If the source doesn’t know the MAC address of the destination it must use the services of a router ( a router that is used for this purpose is called a default gateway.

To obtain the services of a default gateway, a source encapsulates the data so it contains the destination MAC address of the router. A source uses the destination IP address of the host device, & not that of a router, in the IP header, because it wants the data delivered to the host device & not to a router.

When a router picks up data, it strips off the data link layer info & examines destination IP address. It compares the destination IP address with info contained in its routing tables.

If the router locates the mapped destination IP address & the MAC address, & learns that the location of the destination network is attached to one of its ports, it encapsulates the data with the new MAC address info, & forwards it to the correct destination. If the router cannot locate the mapped destination address & MAC address of the device of the final target device, it locates the MAC address of another router that can perform this function, & forwards the data to that router. This type of routing is referred to as indirect routing.
11.8 IGP & EGP


Routed protocols & routing protocols
revision: IP is a network layer protocol & because IP is routed over an internetwork, it is a routed protocol. Other examples of routed protocols include: Novell's IPX, & Appletalk.
Routers use routing protocols to exchange routing tables & share routing info. In other words, routing protocols determine how routed protocols are routed.
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IGPs & EGPs
Two types of routing protocols are:

· Exterior Gateway Protocols ( route data between autonomous systems
· [eg: BGP (Border Gateway Protocol) ( the primary exterior routing protocol of the Internet].
· Interior Gateway Protocols ( route data inside an autonomous (independent) system.
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[eg: RIP, IGRP, EIGRP & OSPF]
IGRP & EIGRP
IGRP & EIGRP are routing protocols that were developed by Cisco Systems, (are considered proprietary routing protocols.
IGRP ( developed specifically to address problems associated with routing in large multi-vendor networks beyond the scope of protocols like RIP. Like RIP, IGRP is a distance-vector protocol; however, when determining the best path, it also takes into consideration bandwidth, load, delay & reliability. Network administrators can determine the importance given to any one of these metrics, or, allow IGRP to automatically calculate the optimal path.
EIGRP ( is an advanced version of IGRP. It provides superior operating efficiency & combines the advantages of link-state protocols with those of distance-vector protocols.
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OSPF
OSPF ( means “open shortest path first” (although “determination of optimum path” is better description) ( uses several criteria to determine best route. These criteria include cost metrics, which factor in such things as route speed, traffic, reliability, & security
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How routers recognize networks
· The network administrator can manually enter the info in the router ( manual entries in routing tables are called “static routes”.

· Routers can learn info from each other on the fly ( routes learned automatically are called “dynamic routes”

Examples of static routing
Manual entries can be useful when a network administrator wants to control which path a router will select. [eg: routing tables based on static info can be used to test a particular link, or conserve wide area bandwidth]

Static routing is also the preferred method for maintaining routing tables when there is only one path to a destination network ( stub network ( only one way to get to this network ((best path), so it is important to indicate this to prevent routers from trying to find another way to this stub network if its connection fails.
Example of dynamic routing
revision: Dynamic (or adaptive) routing occurs when routers send periodic routing update messages to each other. Each time a router receives a message containing new info, it recalculates the new best route, & sends the new updated info to other routers. By using dynamic routing, routers can adjust to changing network conditions. 

note: Before dynamic updating of routing tables, most vendors had to maintain router tables for their clients (ie: had to manually enter network numbers, their associated distances, & port numbers into router tables). As networks grew ( very time-consuming & $$$.

Dynamic routing eliminates manual entry of info into routing tables. It works best when bandwidth & large amounts of network traffic are not issues. Without dynamic routing protocols ( Internet would be impossible.
 (see: 11.8.9 for example of RIP sending data through network)
11.9 Protocol analyzer software

(single lab activity only)
	This chapter, you learned that: 

· internetworking functions of the network layer include network addressing & best path selection for traffic

· all devices on the LAN are required to look at an ARP request, but only the device whose IP address matches the destination IP address carried in the ARP request must respond by providing its MAC address to the device that originated the request

· when a source is unable to locate the destination MAC address in its ARP table, it issues an ARP request in broadcast mode to all devices on the local network

· when a device does not know its own IP address, it uses RARP or BootP
· when the device that originated a RARP request receives a RARP reply, it copies its IP address into its memory cache, where it will reside for as long as the session lasts.

· routers (like every other device on) send & receive data on the network, & build ARP tables that map IP addresses to MAC addresses

· if the source resides on a network with a different network number than destination, & if the source does not know MAC address of destination, it will have to use the router as a default gateway for its data to reach the destination.
· routed protocols direct user traffic, whereas routing protocols work between routers to maintain path tables

· network discovery for distance-vector routing involves exchange of routing tables


12 Layer 4 – The Transport Layer

12.1 The transport layer

Purpose of the transport layer
The transport layer (Layer 4) ( “quality of service” ( primary duties are to transport & regulate info flow from source to destination, reliably & accurately ( end-to-end control, provided by sliding windows, & reliability in sequencing numbers & acknowledgments.
 [image: image48]
analogy:  a student studies a foreign language for one year & is visiting that country. In conversation he/she must ask people to repeat their words (for reliability) & to speak slowly, so he/she can catch the words (flow control). 

Layer 4 protocols
The TCP/IP protocol of the OSI model Layer 4 (transport layer) has two protocols: TCP & UDP.

TCP supplies a virtual circuit between end-user applications ( characteristics: 
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connection-oriented 

· reliable 

· divides outgoing messages into segments 

· reassembles messages at the destination station 

· re-sends anything not received 

· reassembles messages from incoming segments
UDP transports data unreliably between hosts ( characteristics:
· connectionless 

· unreliable 

· transmit messages (called user datagrams) 

· provides no software checking for message delivery (unreliable) 
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does not reassemble incoming messages 

· uses no acknowledgments 

· provides no flow control 

Comparing TCP & IP
IP is a Layer 3 protocol – a connectionless service that provides best-effort delivery across a network.

TCP is a Layer 4 protocol – a connection-oriented service that provides flow control & reliability. Pairing the protocols enables them to provide a wider range of services. Together, they represent the entire suite. TCP/IP is the Layer 3 & Layer 4 protocol on which the Internet is based
12.2 TCP & UDP

TCP
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Transmission Control Protocol (TCP) is a connection-oriented Layer 4 (transport layer) protocol that provides reliable full-duplex data transmission. TCP is part of the TCP/IP protocol stack.
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Following are the definitions of the fields in the TCP segment:

· source port -- number of the calling port 

· destination port -- number of the called port 

· sequence number -- number used to ensure correct sequencing of the arriving data 

· acknowledgment number - next expected TCP octet 

· HLEN -- number of 32-bit words in the header 

· reserved -- set to zero 

· code bits -- control functions (such as setup & termination of a session) 

· window -- number of octets that the sender is willing to accept 

· checksum -- calculated checksum of the header & data fields 

· urgent pointer -- indicates the end of the urgent data 

· option-one option -- maximum TCP segment size 

· data -- upper-layer protocol data

UDP Segment Format
User Datagram Protocol (UDP) is the connectionless transport protocol in the TCP/IP protocol stack. UDP is a simple protocol that exchanges datagrams, without acknowledgments or guaranteed delivery. Error processing & retransmission must be handled by other protocols.

UDP uses no windowing or acknowledgments, therefore application layer protocols provide reliability. UDP is designed for applications that do not need to put sequences of segments together.[image: image50]
Protocols that use UDP include:

· TFTP (Trivial File Transfer Protocol) 
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SNMP (Simple Network Management Protocol) 

· DHCP (Dynamic Host Control Protocol)  

· DNS (Domain Name System)
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TCP connection methods

Port Numbers

Both TCP & UDP use port (or socket) numbers to pass info to upper layers. Port numbers are used to keep track of different conversations that cross the network at the same time.
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Application software developers have agreed to use the well-known port numbers that are defined in RFC1700. Any conversation bound for the FTP application uses the standard port number 21. Conversations, that do not involve applications with well-known port numbers, are assigned port numbers that have been randomly selected from within a specific range ( these port numbers are used as source & destination addresses in the TCP segment.

Some ports are reserved in both TCP & UDP, although applications might not be written to support them. Port numbers have the following assigned ranges:

· Numbers below 255 - for public applications

· Numbers from 255-1023 - assigned to companies for marketable applications

· Numbers above 1023 - are unregulated

End systems use port numbers to select proper applications. Originating source port numbers are dynamically assigned by the source host ( usually a number greater than 1023.
(note: see 12.3.1 for complete list of  reserved TCP & UDP port numbers)
Three-way handshake/open connection
Connection oriented services involve three phases:

· In the connection establishment phase, a single path between the source & destination is determined. Resources are typically reserved at this time to ensure a consistent grade of service.

· During the data transfer phase, data is transmitted sequentially over the established path, arriving at destination in the order in which it was sent.

· The connection termination phase consists of terminating the connection between the source & destination when it is no longer needed.
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TCP hosts establish a connection-oriented session with one another using a three-way handshake.

A three-way handshake/open connection sequence synchronizes a connection at both ends before data is transferred ( this exchange of introductory sequence numbers, during the connection sequence ensures any data lost, due to transmission problems, can be recovered.
First: one host initiates connection by sending a packet indicating its initial sequence number of x (with a certain bit in the header set to indicate a connection request). Second: the other host receives the packet, records x, replies with an acknowledgment of x + 1, & includes its own initial sequence number of y.
[note: acknowledgment number x + 1 means host has received all octets up to & including x, & is expecting x + 1 next]
Positive acknowledgment & retransmission (PAR) ( (common technique many protocols use to provide reliability) ( source sends a packet (a certain amount of data), starts a timer, & waits for acknowledgment before sending next packet ( Windowing.

If timer expires before source receives acknowledgment, source retransmits packet & restarts timer.
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Window size number (in bytes/octets) determines amount of data that you can transmit at one time between receiving acknowledgments.
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[eg: with window size = 3, source can send 3 octets at a time (between acknowledgments). If, for some reason, destination does not receive the three octets, [eg: due to overflowing buffers] it does not send an acknowledgment (source knows the octets should be retransmitted & the transmission rate should be slowed]

TCP uses expectational acknowledgments, meaning that the acknowledgment number refers to the octet that is next expected. The “sliding” part, of sliding window, refers to the fact that the window size is negotiated dynamically during the TCP session ( this results in inefficient use of bandwidth by the hosts.
TCP provides sequencing of segments with a forward reference acknowledgment. Each datagram is numbered before transmission. At the receiving station, TCP reassembles the segments into a complete message. If a sequence number is missing in the series, that segment is re-transmitted. Segments that are not acknowledged within a given time period result in re-transmission

	This chapter, you learned about: the functions of the transport layer & the different processes that occur as data packets travel through this layer. More specifically: 

· The transport layer regulates info flow to ensure end-to-end connectivity between host applications reliably & accurately 

· The TCP/IP protocol of Layer 4 (transport layer) has two protocols: TCP & UDP 

· TCP & UDP use port (or socket) numbers to keep track of different conversations that cross the network at the same time, to pass info to the upper layers 

· The three-way handshake sequence synchronizes a logical connection between the endpoints of a network
Also: you should have a firm understanding of how the transport layer provides transport services from the host to the destination, often referred to as end-to-end services.


13 Layer 5 – The Session Layer

13.1 The basics of the session layer

The session layer overview
Analogy: You are chatting online (ie: a rap session/session) using Internet Relay Chat (IRC). Two problems may interfere with your session: First problem: your messages may cross during conversation (typing at same time, ( interrupting). Second problem: you need to pause (to save your current conversation as a file) or to check previous conversation, or re-synchronize communication after an interruption.

To solve first problem: establish a protocol to dictate communication rules ( 1 solution: take turns to avoid interruptions ( two-way alternate communication. Another solution: send whenever (regardless of who is transmitting) & assume more info is on the way ( two-way simultaneous communication.

To solve second problem: send a checkpoint to each other, meaning: each person should save the conversation as a file. Then, each person should re-read the last part of his/her conversation & check the time on the clock ( synchronization.

Two very important checkpoints are how the conversation starts & ends. This is referred to as orderly initiation & termination of the conversation. (eg: using Instant Mail or Internet Relay Chat, good-byes signal session termination).
Analogy: Communicating with a pen pal (via postal service) the same problems might occur. Messages could pass each other because you use two-way simultaneous communication rather than two-way alternate communication (you haven’t synchronized conversation subjects).
Session layer analogies
Functions of Session Layer (“interhost communication”):
· Major synchronizations
· Minor synchronizations
· Coordinates applications as they interact on two communicating hosts
· Choice of two-way alternate (TWA) & two-way simultaneous (TWS) dialogs
· Establishes, manages, & terminates sessions between applications ( this includes: starting, stopping, & re-synchronizing two computers that are having a “rap session”.
· Data communications travel on packet-switched networks (unlike phone calls which travel on circuit-switched networks).
· Communication (between two computers) involves many mini-conversations, thus ensuring the two computers can communicate effectively.

· 1 requirement of these mini-conversations: each host plays dual roles: requesting service – like a client; &, replying with service – like a server…… ( determining which role they are playing at any given moment is called dialogue control
Dialogue control
The session layer decides whether to use two-way simultaneous conversation or two-way alternate communication ( dialogue control.

Two-way simultaneous communication ( session layer does little in managing conversation – the conversation is managed by other layers.
[note: Session layer [Layer 5] collisions are possible, but these different than media-collisions [Layer 1]. At session layer, collisions can only occur as two messages pass each other, & cause confusion in either, or both, communicating hosts].
If these session layer collisions are intolerable, dialogue control has another option ( two-way alternate communication.

Two-way alternate communication ( involves the use of a session layer data token that allows each host to take turns (similar to how Layer 2 Token Ring handles Layer 1 collisions)
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Dialogue separation ( the orderly initiation, termination, & managing of communication. [note: graphic illustrates a minor synchronization]. At the “Time Axis, t = checkpoint”, the host A session layer sends a synchronization message to host B, at which time both hosts perform the following routine: 

1. back up the particular files
2. save the network settings
3. save the clock settings
4. make note of the end point in the conversation
A major synchronization would involve more back-&-forth steps & conversation than is shown in this diagram. 

Checkpointing is similar to the way a word processor on a stand-alone computer pauses for a second when it performs an AutoSave of the current document. However, these checkpoints are used, instead, to separate parts of a session previously referred to as dialogues.
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 is important in data communication because ( in order to reliable send large # bits over great distances, often important to know locations of both host (at any point during communication session) so they can exchange synchronization[image: image147.png]Picture of E-mail Message Going
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 info. 
Layer 5 Protocol

Layer 5 has a number of important protocols – you should recognize these when they appear in a login procedure or application.

Examples of Layer 5 protocols are: 

· Network File System (NFS) 

· Structured Query Language (SQL) 

· Remote Procedure Call (RPC) 

· X-Window System 

· AppleTalk Session Protocol (ASP) 

· Digital Network Architecture Session Control Protocol (DNA SCP) 

	This chapter, you learned about: the functions of the session layer & the different processes that occur as data packets travel through this layer. More specifically: 

· The session layer establishes, manages, & terminates sessions between applications 

· Communication sessions consist of mini-conversations that occur between applications located in different network devices 

· Requests & responses are coordinated by protocols implemented at the session layer 

· The session layer decides whether to use two-way simultaneous communication or two-way alternate communication by using dialogue control 

· The session layer uses dialogue separation to orderly initiate, terminate, & manage communication 

Also: you should have a firm understanding of how the session layer provides transport services from the host to the destination.


14 Layer 6 – The Presentation Layer

14.1 The basics of the presentation layer

Presentation layer functions & standards
Presentation layer [Layer 6] is responsible for presenting/translating data in a form that receiving device understands.
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A DNS server resolves the Post Office name of an e-mail address.




Analogy: two people speaking different languages need a translator ( presentation layer = translator for communicating devices.

[note: After receiving data from application layer, presentation layer performs one, or all, of its functions on data before it sends it to session layer. At receiving station, presentation layer takes data from the session layer & performs the required functions before passing it to the application layer].
Presentation layer provides three main functions:

· data formatting (presentation) 

· data encryption 

· data compression
[Layer 6] provides translation between two different data formatting/codes on two dissimilar systems.

[Layer 6] standards determines how graphic images presented. Standards include:

· PICT – (used to transfer QuickDraw graphics between programs on MACs) 

· TIFF (Tagged Image File Format)
· JPEG (Joint Photographic Experts Group)
· GIF (Graphic Interchange Format)
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Other [Layer 6] standards guide presentation of sound & movies. Standards include:
· MIDI (Musical Instrument Digital Interface)
· MPEG (Motion Picture Experts Group)

· QuickTime – (handles audio & video on MAC & PC).
File Formats

American Standard Code for Information Interchange (ASCII) & Extended Binary Coded Decimal Interchange Code (EBCDIC) are used to format text.

ASCII text files contain simple character data, & lack any sophisticated formatting commands, such as boldface or underline. EBCDIC is very similar to ASCII (has no sophisticated formatting).
Main difference: most PCs use ASCII, mainframes traditionally use EBCDIC.
Another common file format: binary format ( special coded data that can only be read by specific software applications. [eg: Programs such as FTP use the binary file type to transfer files]

Networks use many file types. [note: Internet uses 2 binary file formats to display images (GIF & JPEG) ( ( if computer has reader for these (come with web browsers), then images accessible]

Readers are software programs designed to display an image of particular file type.
Another type of binary file: the multimedia file format, which stores sounds, music & video.

Sound files generally operate 1 of 2 ways: completely download & then play OR download while playing (streaming audio).
Windows uses: WAV for sound & AVI for animation. More common video formats: MPEG, MPEG2, & Macintosh QuickTime.

Another type of file format: is markup language ( a set of directions telling Web browser how to display & manage documents.
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Hypertext Markup Language (HTML) is language of Internet (not a programming language, but a set of directions for displaying a page)
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Data encryption & compression
[Layer 6] is also responsible for data encryption. Data encryption protects info during its transmission. Financial transactions use encryption to protect sensitive info as it traverses Internet.

An encryption key is used to encrypt the data at its source & then to decrypt the data at its destination.
Presentation layer also responsible for: file compression. Compression works by using algorithms (complex mathematical formulas) to shrink the size of the files ( the algorithm searches each file for repeating bit patterns, & replaces them with a token (a much shorter bit pattern that represents the long pattern).
	This chapter you learned: when two systems need to communicate, the presentation layer is needed to convert & translate between the two different formats. The presentation layer: 

· determines how graphic images, sound & movies are presented  

· provides encryption of data
· compresses text & converts graphic images into bit streams so they can be transmitted across a network


15 Layer 7 – The Application Layer

15.1 The basics of the application layer

Application processes
Application layer [Layer 7]
· (is closest to the end system) ( supports communicating component of an application.
· Responsible for: 

· identifying & establishing availability of intended communication partners 

· synchronizing cooperating applications
· establishing agreement on procedures for error recovery
· controlling data integrity

· Determines if sufficient resources exist for communication between systems.

· Also provides: direct interface for remaining layers by using network applications (eg: Browser, e-mail, FTP, Telnet), OR an indirect interface by using standalone applications (eg: word processors, spreadsheets, presentation managers) with a network redirector
· Without it ( no network communication support.

· It does not provide services to any other layer, but does provide services to application processes outside of this. [eg: application processes for spreadsheet, word processing, & banking terminal programs].
Direct network applications
Most applications in networked environment are classified as client-server applications [eg: FTP, web browsers, & e-mail]. These apps all have/need two components: client side, & server side.

· The client side is located on the local computer & is the requestor of the services.

· The server side is located on a remote computer & provides services in response to client’s requests. [image: image52]
Client-server application works by constantly looping routine: client-request, server-response; client-request, server-response; etc.

[eg: Web browser accesses web page by requesting a uniform resource locator (URL) (or web address) on a remote web server. After locating URL, identified web server responds to request. Based on info received from web server, client can request more info from same web server]
The World Wide Web, Netscape Navigator, & Internet Explorer ( most commonly used network applications. [note: inner workings (like OSI protocols & layers) are concealed from user]

Indirect Network Support
Within LAN environment, indirect-application network support is a client-server function. If a client wants to save a file from a word processor to a network server, the redirector enables the word processing application to become a network client.
Redirector ( is a protocol that works with computer operating systems & network clients instead of specific application programs.

Examples of redirectors: 

· Apple File Protocol 

· NetBIOS Extended User Interface (NetBEUI) 

· Novell IPX/SPX protocols 

· Network File System (NFS) of the TCP/IP protocol suite
The redirector process: 

1. Client requests that network file server allow data file to be stored. 

2. Server responds by saving file to its disk, OR by rejecting client's request. 

3. If client requests that network print server print data file by a remote printer, the server processes request by printing it on one of its print devices, OR by rejecting request.
Redirector allows network administrator to assign remote resources to logical names on the local client.

If one of these is selected to perform operation ( network redirector sends file/info to proper remote resource for processing.

If the resource is on a local computer ( redirector ignores the request & allows local operating system to process request.
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Advantage of using network redirector on a local client: the applications on the client never have to recognize the network ( the redirector reroutes request to the proper network resource, & that application treats it as a local request.
Redirectors expand capabilities of non-network software. They also allow users to share documents, templates, databases, printers, & many other resource types, without having to use special application software.
Networking has had a great influence on the development of programs like word processors, spreadsheets, presentation managers, database programs, graphics, & productivity software. Many of these software packages are now network-integrated or network-aware. They have the capabilities of launching integrated Web browsers or Internet tools, & to publish their output to HTML for easy Web integration

Making & breaking a connection

Connection to server is always maintained only long enough to process operation (eg: file transaction, downloading or printing) ( after processing completed, connection is broken & has to be re-established for the next processing request to take place ( this is 1 of the 2 ways that communication processing takes place. (second method explained later).

This is illustrated by the Telnet & FTP examples, which establish a connection to the server, & maintains that connection until all processing has been performed.  The client computer terminates the connection when the user determines that he/she has finished. All communication activity falls into one of these two categories.
15.2 The domain name system

Problems with using IP addresses
Revision: Internet is built on a hierarchical addressing scheme ( allows for routing based on classes of addresses, as opposed to individual addresses.
Problem created: user must associating correct address with Internet site (user cannot remember IP addresses).

To associate contents of site with its address, a domain naming system was developed.

Domain ( a group of computers associated by geographical location or business type. A domain name is a string of characters &/or numbers (usually a name or abbreviation) that represents the numeric address of an Internet site.
There are > 200 top-level domains on the Internet. For example: 
.us - United States 
.uk - United Kingdom 

There are also generic names. For example:
.edu - educational sites 
.com - commercial sites 
.gov - government sites
.org - non-profit sites 
.net - network service 

The domain name server
Domain name server (DNS) ( (a device on a network) ( responds to requests from clients to translate domain name into associated IP address.

· The DNS system is set up in a hierarchy that creates different levels of DNS servers.
· If local DNS is able to translate domain name into associated IP address: it does so, & returns result to the client.
· If it cannot translate the address: it passes request up to the next higher-level DNS on the system, which then tries to translate the address ( keeps going up until a DNS can translate address & return result to the client OR top-level DNS has been reached…. If domain name cannot be found on the top level DNS, it is considered an error (error message returned. 
[note: Any type of application that uses domain names to represent IP addresses, uses the DNS to translate that name into its corresponding IP address]
(see: 15.2.2 ( animated DNS lookup sequence)
15.3 Network applications

Internet applications
You select network applications based on type of work you need to accomplish. A complete set of application layer programs is available to interface with the Internet – each associated with its own application protocol. For example:
· World Wide Web (web browsers) ( uses HTTP protocol. [image: image54]
· Remote access programs ( use Telnet protocol for directly connecting to remote resources. [image: image55]
· E-mail programs (ie: Eudora, Microsoft Mail, Pegasus, & Netscape Mail) ( work with POP3 protocol for electronic mail.

· File utility programs ( use FTP protocol for copying & moving files between remote sites. [image: image56]
· Network data gathering & monitoring ( use SNMP protocol.
[note: application layer is just another protocol layer in the OSI or TCP/IP models ( programs interface with application layer protocols]
E-mail message
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Electronic mail (e-mail) (  enables you to send messages between connected computers.

Procedure for sending e-mail document involves two separate processes: the first: send the e-mail to the user’s post office, & the second deliver the e-mail from that post office to the user’s e-mail client (ie: the recipient).

Process of sending an e-mail: 

1. Start your e-mail program. 

2. Type in a recipient's e-mail address. 

3. Type in a subject. 

4. Type a letter. 

E-mail address consists of 2 parts: the recipient’s name (before @ sign); & recipient’s post office address (after @ sign)
note: Recipient’s name is only important after message arrives at post office address (which is a DNS entry that represents the IP address of the post office server).
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DNS function
Whenever e-mail clients send letters, they request that a DNS connected to the network translate the domain names into their associated IP addresses. If DNS able to translate names: it returns the IP addresses to the clients, thus enabling proper transport layer segmentation & encapsulation. If DNS cannot translate names: requests are passed on until names can be translated.
Next: server extracts recipient’s name from e-mail message & checks if a member of its post office. If yes: message stored in his/her mailbox until someone retrieves it. If no: post office generates error message & returns e-mail to sender.
Second part of the e-mailing process is receiving process. E-mail message recipients must use the e-mail client software on their computers. Users are usually prompted for a password. Next: e-mail software builds request for post office servers ( it then extracts the post office addresses from the configuration data (that was entered when their e-mail software was configured). The process then uses another DNS search to find the IP addresses of the servers. Finally, requests are segmented & sequenced by the transport layer.

Data packets travel remaining layers (ie: network, data link, physical) & are then transmitted across the Internet to the destination e-mail post office. At this post office the packets are reassembled, in the proper sequence, & are checked for any data transmission errors.
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At the post office, requests are examined, & user names & passwords are verified. If everything correct, the post office server transmits all e-mail messages to computers ( here the messages are again segmented, sequenced, & encapsulated as data frames, to be sent to the client’s or e-mail recipient's computer.
After e-mail messages arrive (at a computer), you may open & read them. [note: Click on “Reply”, or “Forward” button, to send a response to a messages, & the whole process restarts]. E-mail messages, are normally sent as ASCII text, but attachments can be vitually any format. To correctly send & receive attachments, the encoding schemes must be the same on both sending & receiving computer. The two most common formats for e-mail attachments are the Multipurpose Internet Mail Extension (MIME) & UUencode (a Unix utility program).
15.4 Application layer examples

Telnet

Terminal emulation (Telnet) software provides ability to remotely access another computer. It allows you to log in to an Internet host & execute commands. A Telnet client is called local host, & a Telnet server (which uses special software called a daemon) is called remote host.
To make a connection from a Telnet client, you must select a connection option. A dialog box prompts you for a “Host Name” (the IP address DNS of the remote computer to which you connect) & “Terminal Type” (type of terminal emulation you want the computer to perform). The Telnet operation uses none of the transmitting computer’s processing power ( instead, it transmits the keystrokes to the remote host & sends the resulting screen output back to the local monitor. All processing & storage take place on the remote computer.
Telnet begins with the e-mail process. When you enter a DNS name for a Telnet location, the name must be translated into its associated IP address before a connection can be established. The Telnet application works mainly at the top three OSI layers – [application (commands), presentation (formats, usually ASCII), & session (transmits)]. Data passes to transport layer where it is segmented, & the port address & error checking are added. Data then passes to the network layer where the IP header (containing the source & destination IP addresses) is added. Next, the packet travels to the data link layer, which encapsulates the packet in a data frame, adds the source & destination MAC address, & a frame trailer. If the source doesn’t have the MAC address of the destination, it performs an ARP request. When the MAC address has been determined, the frame travels across the physical medium (in binary form) to the next device.
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When data reaches the remote host, the data link, network, & transport layers, reassemble the original data commands. The remote host computer executes the commands & transmits the results back to the local client computer by using the same process of encapsulation that delivered the original commands. This whole process repeats itself, sending commands & receiving results, until the local client has completed the work that needs to be done. When the work is done, the client terminates the session

File transfer protocol
File transfer protocol (FTP) ( designed to download files (eg: receive from Internet) or upload files (eg: send to the Internet) ( valuable features of Internet – especially helpful for people who need software drivers & upgrades immediately (eg: network administrators). FTP is a client-server application just like e-mail & Telnet. It requires server software running on a host that can be accessed by client software.

An FTP session is established same way a Telnet session is established. Just like Telnet, the FTP session is maintained until client terminates it, or there is some sort of communication error. Once you establish a connection to an FTP daemon, you must supply a login ID & a password ( normally, you would use “anonymous” as login ID, & your e-mail address as password. This type of connection is known as anonymous FTP. Upon establishing your identity, a command link opens between your client machine & the FTP server. This is similar to a Telnet session, in which commands are sent & executed on the server & the results returned to the client. This feature allows you to create & change folders, erase & rename files, or execute many other functions associated with file management.
Main purpose of FTP: to transfer files from one computer to another by copying & moving files from servers to clients & vice-versa. When you copy files from a server, FTP establishes a second connection, a data link between computers, across which the data is transferred. Data transfer can occur in ASCII mode or binary mode ( this determining how data file will be transferred between stations. After the file transfer has ended, the data connection terminates automatically. After you have completed the entire session of copying & moving files, you may log off, (closing the command link, & ending the session. Another protocol that has the ability to download files is HTTP. One limitation of HTTP: you can only use it to download files, & not upload them
Hypertext Transfer Protocol

Hypertext Transfer Protocol (HTTP) ( works with the World Wide Web (easy to use ( most used & fastest growing part of Internet). A Web browser is a client-server application (ie: requires a client & a server component to function).

A Web browser presents data… Web pages are created & displayed using Hypertext Markup Language (HTML).

Web pages contains (often, hidden within HTML description) an address location ( Uniform Resource Locator (URL).
eg:
http://


www


cisco.com
/
edu
/

^(protocol to use)

^(resource type)

^(domain of server)
^(specific file location)

Web browser “home” page is preconfigured default (first page which opens).

Navigation: use hyperlinks OR type URL in browser’s address bar ( web browser examines protocol (to determine if it needs to open another program) & determines IP address of Web server. If file name not specified, browser looks for default names under folder (eg: default.html OR index.html).

Next: transport layer, network layer, data link layer, & physical layer [Layers 4 to 7] initiate a session with Web server.

Next: server responds to request by sending all text, audio, video, & graphic files, as specified in HTML instructions, to Web client. Client browser then reassembles files, views Web page, & then terminates the session.
	This chapter, you learned about: the functions of the application layer & the different processes that occur as data packets travel through this layer. The application layer: 

· identifies & establishes the availability of intended communication partners 

· synchronizes cooperating applications 

· establishes agreement on procedures for error recovery 

· controls data integrity 

The application layer supports:

· direct & indirect network applications 

· the domain name system 

· Telnet, FTP & HTTP 

Also: you should have a firm understanding of how the application layer provides services from host to destination


Function of OSI Layers

Each individual OSI layer has a set of functions that it must perform in order for data packets to travel from a source to a destination on a network. Below is a brief description of each layer in the OSI reference model as shown in the Figure.
Layer 7: The Application Layer [image: image57]
The application layer is the OSI layer that is closest to the user; it provides network services to the user’s applications. It differs from the other layers in that it does not provide services to any other OSI layer, but rather, only to applications outside the OSI model. Examples of such applications are spreadsheet programs, word processing programs, & bank terminal programs. The application layer establishes the availability of intended communication partners, synchronizes & establishes agreement on procedures for error recovery & control of data integrity. If you want to remember Layer 7 in as few words as possible, think of browsers.

Layer 6: The Presentation Layer [image: image58]
The presentation layer ensures that the information that the application layer of one system sends out is readable by the application layer of another system. If necessary, the presentation layer translates between multiple data formats by using a common format. If you want to think of Layer 6 in as few words as possible, think of a common data format.

Layer 5: The Session Layer [image: image59]
As its name implies, the session layer establishes, manages, & terminates sessions between two communicating hosts. The session layer provides its services to the presentation layer. It also synchronizes dialogue between the two hosts' presentation layers & manages their data exchange. In addition to session regulation, the session layer offers provisions for efficient data transfer, class of service, & exception reporting of session layer, presentation layer, & application layer problems. If you want to remember Layer 5 in as few words as possible, think of dialogues & conversations.

Layer 4: The Transport Layer [image: image60]
The transport layer segments data from the sending host's system & reassembles the data into a data stream on the receiving host's system. The boundary between the transport layer & the session layer can be thought of as the boundary between application protocols & data-flow protocols. Whereas the application, presentation, & session layers are concerned with application issues, the lower four layers are concerned with data transport issues. 

The transport layer attempts to provide a data transport service that shields the upper layers from transport implementation details. Specifically, issues such as how reliable transport between two hosts is accomplished is the concern of the transport layer. In providing communication service, the transport layer establishes, maintains, & properly terminates virtual circuits. In providing reliable service, transport error detection-and-recovery & information flow control are used. If you want to remember Layer 4 in as few words as possible, think of quality of service, & reliability.

Layer 3: The Network Layer [image: image61]
The network layer is a complex layer that provides connectivity & path selection between two host systems that may be located on geographically separated networks. If you want to remember Layer 3 in as few words as possible, think of path selection, routing, & addressing. 

Layer 2: The Data Link Layer [image: image62]
The data link layer provides reliable transit of data across a physical link. In so doing, the data link layer is concerned with physical (as opposed to logical) addressing, network topology, network access, error notification, ordered delivery of frames, & flow control. If you want to remember Layer 2 in as few words as possible, think of frames & media access control.

Layer 1: The Physical Layer [image: image63]
The physical layer defines the electrical, mechanical, procedural, & functional specifications for activating, maintaining, & deactivating the physical link between end systems. Such characteristics as voltage levels, timing of voltage changes, physical data rates, maximum transmission distances, physical connectors, & other, similar, attributes are defined by physical layer specifications. If you want to remember Layer 1 in as few words as possible, think of signals & media
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